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The cosmic ray spectrum and power laws in nature
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FIG. 4 Cumulative distributions or “rank/frequency plots” of twelve quantities reputed to follow power laws. The distributions
were computed as described in Appendix A. Data in the shaded regions were excluded from the calculations of the exponents
in Table I. Source references for the data are given in the text. (a) Numbers of occurrences of words in the novel Moby Dick
by Hermann Melville. (b) Numbers of citations to scientific papers published in 1981, from time of publication until June
1997. (c) Numbers of hits on web sites by 60 000 users of the America Online Internet service for the day of 1 December 1997.
(d) Numbers of copies of bestselling books sold in the US between 1895 and 1965. (e) Number of calls received by AT&T
telephone customers in the US for a single day. (f) Magnitude of earthquakes in California between January 1910 and May 1992.
Magnitude is proportional to the logarithm of the maximum amplitude of the earthquake, and hence the distribution obeys a
power law even though the horizontal axis is linear. (g) Diameter of craters on the moon. Vertical axis is measured per square
kilometre. (h) Peak gamma-ray intensity of solar flares in counts per second, measured from Earth orbit between February
1980 and November 1989. (i) Intensity of wars from 1816 to 1980, measured as battle deaths per 10 000 of the population of the
participating countries. (j) Aggregate net worth in dollars of the richest individuals in the US in October 2003. (k) Frequency
of occurrence of family names in the US in the year 1990. (l) Populations of US cities in the year 2000.
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FIG. 4 Cumulative distributions or “rank/frequency plots” of twelve quantities reputed to follow power laws. The distributions
were computed as described in Appendix A. Data in the shaded regions were excluded from the calculations of the exponents
in Table I. Source references for the data are given in the text. (a) Numbers of occurrences of words in the novel Moby Dick
by Hermann Melville. (b) Numbers of citations to scientific papers published in 1981, from time of publication until June
1997. (c) Numbers of hits on web sites by 60 000 users of the America Online Internet service for the day of 1 December 1997.
(d) Numbers of copies of bestselling books sold in the US between 1895 and 1965. (e) Number of calls received by AT&T
telephone customers in the US for a single day. (f) Magnitude of earthquakes in California between January 1910 and May 1992.
Magnitude is proportional to the logarithm of the maximum amplitude of the earthquake, and hence the distribution obeys a
power law even though the horizontal axis is linear. (g) Diameter of craters on the moon. Vertical axis is measured per square
kilometre. (h) Peak gamma-ray intensity of solar flares in counts per second, measured from Earth orbit between February
1980 and November 1989. (i) Intensity of wars from 1816 to 1980, measured as battle deaths per 10 000 of the population of the
participating countries. (j) Aggregate net worth in dollars of the richest individuals in the US in October 2003. (k) Frequency
of occurrence of family names in the US in the year 1990. (l) Populations of US cities in the year 2000.
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FIG. 4 Cumulative distributions or “rank/frequency plots” of twelve quantities reputed to follow power laws. The distributions
were computed as described in Appendix A. Data in the shaded regions were excluded from the calculations of the exponents
in Table I. Source references for the data are given in the text. (a) Numbers of occurrences of words in the novel Moby Dick
by Hermann Melville. (b) Numbers of citations to scientific papers published in 1981, from time of publication until June
1997. (c) Numbers of hits on web sites by 60 000 users of the America Online Internet service for the day of 1 December 1997.
(d) Numbers of copies of bestselling books sold in the US between 1895 and 1965. (e) Number of calls received by AT&T
telephone customers in the US for a single day. (f) Magnitude of earthquakes in California between January 1910 and May 1992.
Magnitude is proportional to the logarithm of the maximum amplitude of the earthquake, and hence the distribution obeys a
power law even though the horizontal axis is linear. (g) Diameter of craters on the moon. Vertical axis is measured per square
kilometre. (h) Peak gamma-ray intensity of solar flares in counts per second, measured from Earth orbit between February
1980 and November 1989. (i) Intensity of wars from 1816 to 1980, measured as battle deaths per 10 000 of the population of the
participating countries. (j) Aggregate net worth in dollars of the richest individuals in the US in October 2003. (k) Frequency
of occurrence of family names in the US in the year 1990. (l) Populations of US cities in the year 2000.

8 Power laws, Pareto distributions and Zipf’s law

minimum exponent
quantity xmin α

(a) frequency of use of words 1 2.20(1)

(b) number of citations to papers 100 3.04(2)

(c) number of hits on web sites 1 2.40(1)

(d) copies of books sold in the US 2 000 000 3.51(16)

(e) telephone calls received 10 2.22(1)

(f) magnitude of earthquakes 3.8 3.04(4)

(g) diameter of moon craters 0.01 3.14(5)

(h) intensity of solar flares 200 1.83(2)

(i) intensity of wars 3 1.80(9)

(j) net worth of Americans $600m 2.09(4)

(k) frequency of family names 10 000 1.94(1)

(l) population of US cities 40 000 2.30(5)

TABLE I Parameters for the distributions shown in Fig. 4.
The labels on the left refer to the panels in the figure. Expo-
nent values were calculated using the maximum likelihood
method of Eq. (5) and Appendix B, except for the moon
craters (g), for which only cumulative data were available. For
this case the exponent quoted is from a simple least-squares fit
and should be treated with caution. Numbers in parentheses
give the standard error on the trailing figures.

And the data for the numbers of copies of books sold
cover rather a small range—little more than one decade
horizontally. Nonetheless, one can, without stretching
the interpretation of the data unreasonably, claim that
power-law distributions have been observed in language,
demography, commerce, information and computer sci-
ences, geology, physics and astronomy, and this on its
own is an extraordinary statement.

B. Distributions that do not follow a power law

Power-law distributions are, as we have seen, impres-
sively ubiquitous, but they are not the only form of broad
distribution. Lest I give the impression that everything
interesting follows a power law, let me emphasize that
there are quite a number of quantities with highly right-
skewed distributions that nonetheless do not obey power
laws. A few of them, shown in Fig. 5, are the following:

(a) The abundance of North American bird species,
which spans over five orders of magnitude but is
probably distributed according to a log-normal. A
log-normally distributed quantity is one whose log-
arithm is normally distributed; see Section IV.G
and Ref. [32] for further discussions.

(b) The number of entries in people’s email address

instance in the discussion of the distribution of the sizes of elec-
trical blackouts [30, 31]. These however I consider insufficiently
substantiated for inclusion in the present work.
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FIG. 5 Cumulative distributions of some quantities whose
distributions span several orders of magnitude but that
nonetheless do not follow power laws. (a) The number of
sightings of 591 species of birds in the North American Breed-
ing Bird Survey 2003. (b) The number of addresses in the
email address books of 16 881 users of a large university com-
puter system [33]. (c) The size in acres of all wildfires occur-
ring on US federal land between 1986 and 1996 (National Fire
Occurrence Database, USDA Forest Service and Department
of the Interior). Note that the horizontal axis is logarithmic
in frames (a) and (c) but linear in frame (b).

books, which spans about three orders of magni-
tude but seems to follow a stretched exponential.
A stretched exponential is curve of the form e−axb

for some constants a, b.

(c) The distribution of the sizes of forest fires, which
spans six orders of magnitude and could follow a
power law but with an exponential cutoff.

This being an article about power laws, I will not discuss
further the possible explanations for these distributions,
but the scientist confronted with a new set of data having
a broad dynamic range and a highly skewed distribution
should certainly bear in mind that a power-law model is
only one of several possibilities for fitting it.

III. THE MATHEMATICS OF POWER LAWS

A continuous real variable with a power-law distribu-
tion has a probability p(x) dx of taking a value in the
interval from x to x + dx, where

p(x) = Cx−α, (7)
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FIG. 4 Cumulative distributions or “rank/frequency plots” of twelve quantities reputed to follow power laws. The distributions
were computed as described in Appendix A. Data in the shaded regions were excluded from the calculations of the exponents
in Table I. Source references for the data are given in the text. (a) Numbers of occurrences of words in the novel Moby Dick
by Hermann Melville. (b) Numbers of citations to scientific papers published in 1981, from time of publication until June
1997. (c) Numbers of hits on web sites by 60 000 users of the America Online Internet service for the day of 1 December 1997.
(d) Numbers of copies of bestselling books sold in the US between 1895 and 1965. (e) Number of calls received by AT&T
telephone customers in the US for a single day. (f) Magnitude of earthquakes in California between January 1910 and May 1992.
Magnitude is proportional to the logarithm of the maximum amplitude of the earthquake, and hence the distribution obeys a
power law even though the horizontal axis is linear. (g) Diameter of craters on the moon. Vertical axis is measured per square
kilometre. (h) Peak gamma-ray intensity of solar flares in counts per second, measured from Earth orbit between February
1980 and November 1989. (i) Intensity of wars from 1816 to 1980, measured as battle deaths per 10 000 of the population of the
participating countries. (j) Aggregate net worth in dollars of the richest individuals in the US in October 2003. (k) Frequency
of occurrence of family names in the US in the year 1990. (l) Populations of US cities in the year 2000.

8 Power laws, Pareto distributions and Zipf’s law

minimum exponent
quantity xmin α

(a) frequency of use of words 1 2.20(1)

(b) number of citations to papers 100 3.04(2)

(c) number of hits on web sites 1 2.40(1)

(d) copies of books sold in the US 2 000 000 3.51(16)

(e) telephone calls received 10 2.22(1)

(f) magnitude of earthquakes 3.8 3.04(4)

(g) diameter of moon craters 0.01 3.14(5)

(h) intensity of solar flares 200 1.83(2)

(i) intensity of wars 3 1.80(9)

(j) net worth of Americans $600m 2.09(4)

(k) frequency of family names 10 000 1.94(1)

(l) population of US cities 40 000 2.30(5)

TABLE I Parameters for the distributions shown in Fig. 4.
The labels on the left refer to the panels in the figure. Expo-
nent values were calculated using the maximum likelihood
method of Eq. (5) and Appendix B, except for the moon
craters (g), for which only cumulative data were available. For
this case the exponent quoted is from a simple least-squares fit
and should be treated with caution. Numbers in parentheses
give the standard error on the trailing figures.

And the data for the numbers of copies of books sold
cover rather a small range—little more than one decade
horizontally. Nonetheless, one can, without stretching
the interpretation of the data unreasonably, claim that
power-law distributions have been observed in language,
demography, commerce, information and computer sci-
ences, geology, physics and astronomy, and this on its
own is an extraordinary statement.

B. Distributions that do not follow a power law

Power-law distributions are, as we have seen, impres-
sively ubiquitous, but they are not the only form of broad
distribution. Lest I give the impression that everything
interesting follows a power law, let me emphasize that
there are quite a number of quantities with highly right-
skewed distributions that nonetheless do not obey power
laws. A few of them, shown in Fig. 5, are the following:

(a) The abundance of North American bird species,
which spans over five orders of magnitude but is
probably distributed according to a log-normal. A
log-normally distributed quantity is one whose log-
arithm is normally distributed; see Section IV.G
and Ref. [32] for further discussions.

(b) The number of entries in people’s email address

instance in the discussion of the distribution of the sizes of elec-
trical blackouts [30, 31]. These however I consider insufficiently
substantiated for inclusion in the present work.
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FIG. 5 Cumulative distributions of some quantities whose
distributions span several orders of magnitude but that
nonetheless do not follow power laws. (a) The number of
sightings of 591 species of birds in the North American Breed-
ing Bird Survey 2003. (b) The number of addresses in the
email address books of 16 881 users of a large university com-
puter system [33]. (c) The size in acres of all wildfires occur-
ring on US federal land between 1986 and 1996 (National Fire
Occurrence Database, USDA Forest Service and Department
of the Interior). Note that the horizontal axis is logarithmic
in frames (a) and (c) but linear in frame (b).

books, which spans about three orders of magni-
tude but seems to follow a stretched exponential.
A stretched exponential is curve of the form e−axb

for some constants a, b.

(c) The distribution of the sizes of forest fires, which
spans six orders of magnitude and could follow a
power law but with an exponential cutoff.

This being an article about power laws, I will not discuss
further the possible explanations for these distributions,
but the scientist confronted with a new set of data having
a broad dynamic range and a highly skewed distribution
should certainly bear in mind that a power-law model is
only one of several possibilities for fitting it.

III. THE MATHEMATICS OF POWER LAWS

A continuous real variable with a power-law distribu-
tion has a probability p(x) dx of taking a value in the
interval from x to x + dx, where

p(x) = Cx−α, (7)

 We would not be able to learn much from a feature-less power-law flux 
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Standard model of galactic cosmic rays
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Argument of energy balance: SNR

Fermi shock acceleration on shocks ~ E-2
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order of magnitude lower than in two other models. In both re-
acceleration models (DR and DRD), the majority of low-energy
antiprotons come from inelastic scattering (so-called ‘‘tertiary’’
antiprotons).

Figures 7 and 8 show secondary positrons and primary plus
secondary electrons as calculated in all three models. The spec-
tra are similar in the PD and DR models, while DRD spectra ex-
hibit lower intensities at low energies. This may be an observable
effect since the models predict different synchrotron emission
spectra (electrons).

6. DISCUSSION

Damping on cosmic rays may terminate the slow Kraichnan-
type cascade in the interstellar medium at k ! 10"12 cm"1. Our
estimates were made for the level of MHD turbulence that pro-
duces the empirical value of cosmic-ray diffusion coefficient.

This finding suggests a possible explanation for the peaks in
secondary/primary nuclei ratios at about 1 GeV nucleon"1 ob-
served in cosmic rays: the amplitude of short waves is small
because of damping, and thus the low-energy particles rapidly
exit the Galaxy without producing many secondaries. There is no
other obvious reason for a sharp cutoff in the wave spectrum. If
the concept of MHD turbulence by Goldreich & Sridhar (1995)
works for interstellar turbulence, the MHDwaves we are dealing
with in this context are the fast magnetosonic waves. The Alfvén
waves propagate predominantly perpendicular to the magnetic
field and because of this they do not significantly scatter cosmic
rays. It also explainswhy radio scintillation observations show no
sign of the termination of electron density fluctuations at wave-
numbers from 10"14 to 10"8 cm"1. According to Lithwick &
Goldreich (2001) these fluctuations are produced by the slow
magnetosonic waveswith k? 3 kk, which are almost not damped

Fig. 3.—B/C ratio as calculated in plain diffusion model (PD model), reacceleration model (RD model), and diffusive reacceleration with damping model (DRD
model). Bottom curve: LIS; top curve: modulated (! ¼ 450 MV). Data below 200 MeV nucleon"1: ACE (Davis et al. 2000); Ulysses (DuVernois et al. 1996);
Voyager (Lukasiak et al. 1999); high-energy data: HEAO-3 (Engelmann et al. 1990), for other references see Stephens & Streitmatter (1998).

DISSIPATION OF MHD WAVES 909No. 2, 2006
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Interpretation of knee in standard model ?
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Mass composition at the knee: KASCADE data
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11
Energy      (eV/particle)

1310 1410 1510 1610 1710 1810 1910 2010

)
1.

5
 e

V
-1

 s
r

-1
 s

ec
-2

 J
(E

)  
 (m

2.
5

Sc
al

ed
 fl

ux
   

E

1310

1410

1510

1610

1710

1810

1910

    (GeV)ppsEquivalent c.m. energy 
210 310 410 510 610

RHIC (p-p)
-p)γHERA (

Tevatron (p-p)
LHC (p-p)

ATIC
PROTON
RUNJOB

KASCADE (QGSJET 01)
KASCADE (SIBYLL 2.1)
KASCADE-Grande (prel.)
Tibet ASg (SIBYLL 2.1)

HiRes-MIA
HiRes I
HiRes II
Auger SD 2008

SIBYLL 2.1

proton

helium

carbon

energy E  [GeV]

610 710 810

energy E  [GeV]

610 710 810

SIBYLL 2.1

silicon

iron

KASCADE Collab. 
Astropart. Phys. 24 (2005) 1

]
1.

5
 G

eV
-1

 s
r

-1 s
-2

  [
m

2.
5

E
dN

/d
E

1

10

210

310

410

proton
helium
carbon

QGSJet 01

energy E  [GeV]

610 710 810

energy E  [GeV]

610 710 810

]
1.

5
 G

eV
-1

 s
r

-1 s
-2

  [
m

2.
5

E
dN

/d
E

1

10

210

310

410
QGSJet 01

silicon

iron



LHC data and interpretation of knee
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power between Si and Fe in KASCADE was relatively poor
and the absolute Siþ Fe abundance is small close to
1015 eV, and therefore we analyze these two groups of
elements jointly [24,25]. Finally, we determine the slope αk
and the normalization of the intensities for individual CR
groups with measurements at energies below the knee using
the data from the CREAM experiment [26].
In the left panel of Fig. 3, we show our results (red solid

points with error bars) for the intensity of p, He, and the
combined intensity of the MgSi and Fe groups compared to
experimental data. Overall, we find that the assumptions
used, a GMF model with rescaled Kolmogorov turbulence
and 1=Eαk injection spectra, lead to a consistent CR
intensity in the full energy range E ∼ð1014–1017ÞeV
considered not only for protons, but also for He and heavy
nuclei. Since CR escape depends only on rigidity, and since
the exponents αk are determined by the data below the
knee, the relative shape of the different CR elements is
fixed in this scheme. Note also that the recovery of the
proton and helium spectra above E=Z ∼ 1016 eV cannot be
reproduced assuming power-law injection spectra and the
full turbulent GMF of Ref. [9].
In the right panel of Fig. 3, we show the contribution of

the CNO group and the resulting total CR intensity.
The latter is compared to measurements of the total CR
intensity by Tibet [27], KASCADE, KASCADE-Grande
and Auger [28]: Because of the rigidity-dependent energy
cutoff, Galactic CRs are dominated at the highest energies
by iron, while the total intensity is exponentially sup-
pressed above 3 × 1018 eV. Thus Galactic Fe could give
a significant contribution to the total CR spectrum up
to the ankle, being especially important for composition
studies.
The obtained source rate _N ∼ 1=180 yr is only a factor

six smaller than the Galactic SN rate and makes a GRB
origin of Galactic CRs unlikely. Taken at face value, these

numbers would require that a large fraction of SNe can
accelerate protons up to E ∼ 1017 eV.

VI. CONCLUSIONS

The two main explanations for the knee are (i) a change
in the CR confinement time in the Galaxy when their
Larmor radius starts to be of the order of the coherence
length lc of the interstellar turbulence, and (ii) a change in
the number of sources able to accelerate CRs above
≈4 PeV. We have shown that, if the coherence length in
the Galactic disk is of the order of lc ¼ 2 pc as suggested
by Refs. [12], the CR escape time τescðEÞ∼ XðEÞand as a
consequence the total CR intensity steepens at the correct
energy. Moreover, the resulting rigidity-dependent knees in
the individual intensities of the considered CR groups
(p, He, CNO, and MgSiFe) agree well with measurements.
In contrast, the change in the slope of XðE=ZÞ∼ τðE=ZÞ

would be shifted to energies above E=Z≃ 1016 eV for a
coherence length lc of the order of lc ¼ 50 pc in the
Galactic disk. In this case, the knee would have to be
explained by the possibility (ii), yielding precious infor-
mation on Galactic CR accelerators. More measurements of
the coherence length of the turbulence as expected from
e.g. SKA [29] will solve this crucial question.
A large coherence length lc would worsen the tension

between our computations of the grammage in GMF
models like [9,11] and its determination from B/C at
low energies. In this paper, we have therefore considered
the possibility that the average strength of the turbulent
magnetic field is reduced by a factor ≃5–10. In this case,
we found agreement between our calculation of the escape
time τesc and determinations of the grammage XðEÞat
lower energies from the B/C ratio. More importantly, the
turnover of the grammage XðEÞ leads to a hardening
of the intensity of the nuclei with charge Z around
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power between Si and Fe in KASCADE was relatively poor
and the absolute Siþ Fe abundance is small close to
1015 eV, and therefore we analyze these two groups of
elements jointly [24,25]. Finally, we determine the slope αk
and the normalization of the intensities for individual CR
groups with measurements at energies below the knee using
the data from the CREAM experiment [26].
In the left panel of Fig. 3, we show our results (red solid

points with error bars) for the intensity of p, He, and the
combined intensity of the MgSi and Fe groups compared to
experimental data. Overall, we find that the assumptions
used, a GMF model with rescaled Kolmogorov turbulence
and 1=Eαk injection spectra, lead to a consistent CR
intensity in the full energy range E ∼ð1014–1017ÞeV
considered not only for protons, but also for He and heavy
nuclei. Since CR escape depends only on rigidity, and since
the exponents αk are determined by the data below the
knee, the relative shape of the different CR elements is
fixed in this scheme. Note also that the recovery of the
proton and helium spectra above E=Z ∼ 1016 eV cannot be
reproduced assuming power-law injection spectra and the
full turbulent GMF of Ref. [9].
In the right panel of Fig. 3, we show the contribution of

the CNO group and the resulting total CR intensity.
The latter is compared to measurements of the total CR
intensity by Tibet [27], KASCADE, KASCADE-Grande
and Auger [28]: Because of the rigidity-dependent energy
cutoff, Galactic CRs are dominated at the highest energies
by iron, while the total intensity is exponentially sup-
pressed above 3 × 1018 eV. Thus Galactic Fe could give
a significant contribution to the total CR spectrum up
to the ankle, being especially important for composition
studies.
The obtained source rate _N ∼ 1=180 yr is only a factor

six smaller than the Galactic SN rate and makes a GRB
origin of Galactic CRs unlikely. Taken at face value, these

numbers would require that a large fraction of SNe can
accelerate protons up to E ∼ 1017 eV.

VI. CONCLUSIONS

The two main explanations for the knee are (i) a change
in the CR confinement time in the Galaxy when their
Larmor radius starts to be of the order of the coherence
length lc of the interstellar turbulence, and (ii) a change in
the number of sources able to accelerate CRs above
≈4 PeV. We have shown that, if the coherence length in
the Galactic disk is of the order of lc ¼ 2 pc as suggested
by Refs. [12], the CR escape time τescðEÞ∼ XðEÞand as a
consequence the total CR intensity steepens at the correct
energy. Moreover, the resulting rigidity-dependent knees in
the individual intensities of the considered CR groups
(p, He, CNO, and MgSiFe) agree well with measurements.
In contrast, the change in the slope of XðE=ZÞ∼ τðE=ZÞ

would be shifted to energies above E=Z≃ 1016 eV for a
coherence length lc of the order of lc ¼ 50 pc in the
Galactic disk. In this case, the knee would have to be
explained by the possibility (ii), yielding precious infor-
mation on Galactic CR accelerators. More measurements of
the coherence length of the turbulence as expected from
e.g. SKA [29] will solve this crucial question.
A large coherence length lc would worsen the tension

between our computations of the grammage in GMF
models like [9,11] and its determination from B/C at
low energies. In this paper, we have therefore considered
the possibility that the average strength of the turbulent
magnetic field is reduced by a factor ≃5–10. In this case,
we found agreement between our calculation of the escape
time τesc and determinations of the grammage XðEÞat
lower energies from the B/C ratio. More importantly, the
turnover of the grammage XðEÞ leads to a hardening
of the intensity of the nuclei with charge Z around

107

108

109

1010

1011

1012

1013

1014

1015

1012 1013 1014 1015 1016 1017 1018

E
2.

5  F
(E

) 
 [e

V
2.

5 /c
m

2 /s
/s

r]

E [eV]

P

He/100

(Mg+Si+Fe)*100

KASCADE 2013
KASCADE Grande
CREAM-2011
this work

1010

1011

1012

1013

1014 1015 1016 1017 1018 1019 1020

E
2.

5  F
(E

) 
 [e

V
2.

5 /c
m

2 /s
/s

r]

E [eV]

Tibet
KASCADE
Grande
Auger 2013
P
He
CNO
Si
Fe
total

FIG. 3 (color online). Left: The (rescaled) intensity IðEÞof CR protons, He and Fe nuclei compared to the experimental data from
KASCADE [2], KASCADE-Grande [2] and CREAM [26], using the rescaled turbulent GMF. Right: Intensity IðEÞof CR protons, He,
CNO, MgSi and Fe nuclei as a function of energy E per nucleus, obtained using the same GMF.

G. GIACINTI, M. KACHELRIEß, AND D. V. SEMIKOZ PHYSICAL REVIEW D 90, 041302(R) (2014)

041302-4

RAPID COMMUNICATIONS

grammage at E≲ 100 GeV which is a factor ∼10 above the
determinations from e.g. B/C measurements (blue cross).
This discrepancy is in line with our determination of the
diffusion coefficient in a purely turbulent magnetic field
with strengthBrms ¼ 4 μG [17], which also disagreed by an
order of magnitude with the extrapolation of the diffusion
coefficient phenomenologically determined from the ratios
of secondary to primary nuclei. Consistency with these
measurements could be achieved, if the energy density
of the turbulent magnetic field is reduced [18]. Such a
rescaling is displayed as the lower (red) line in Fig. 1. In the
following, we consider this case [19].
We have calculated the grammage also in the GMF

model of Ref. [11]. The CR confinement time was found to
be twice as large as for the GMF model of Ref. [9], leading
to a stronger discrepancy between the extrapolation of the
grammage to low energies and its determinations.

IV. COSMIC RAY ANISOTROPY

In the diffusion approximation, the CR dipole anisotropy
d is given by d ¼ 3D∇ lnðnÞ=c. The measurements or tight
experimental upper limits on d at high energies are
typically difficult to reconcile with determinations of
the diffusion coefficient at low energies, even for a
Kolmogorov spectrum where DðEÞ ∝ E1=3. In our model,
one expects the anisotropy to grow more rapidly above
the knee. The diffusion coefficient scales there as
D ∼ 1

3 lccðRL=lcÞα, with α ≈ 1.3. We compute the average
anisotropy and derive the energy dependence ofDðEÞ from
the escape probability calculated previously, setting
DðE=ZÞ ∝ τescðE=ZÞ. We fix the proportionality constant
by requiring that the dipole amplitude d ¼

P
kfkdk equals

the dipole component ~d observed by the EAS-TOP
collaboration at E ¼ 1.1 × 1014 eV [20]. k labels the
groups of nuclei we consider, fk is their fraction of the
total CR flux, and dk ∝ τescðE=ZÞ is their individual dipole.
In Fig. 2 we show the resulting dipole amplitude d as a

function of energy E. As expected, the amplitude raises
below the knee as E1=3, while it increases approximately as
E0.7 above. We also plot the values of ~d observed by
IceCube [21], as well as the 99% C.L. upper limits on d⊥
from the Pierre Auger Observatory [22,23]. Comparing our
estimate for the dipole amplitude with the upper limits at
high energies, we conclude that the light component
of the Galactic CR flux must be suppressed above
1017 eV. We expect the approximation d ∝ τescðE=ZÞ to
break down for E=Z ≳ 1017 eV: Close to the semiballistic
regime, a calculation of the anisotropy based on trajectories
would be required, but is computationally extremely
expensive.

V. COSMIC RAY INTENSITY

We now use the time-dependent intensity Ik of various
groups k of CR nuclei as a test of our hypothesis that the

knee is entirely explained by the energy-dependent CR
leakage from the Milky Way. We distribute a discrete set of
sources in the Galactic disk according to Eq. (1) and a fixed
rate _N. Each source is assumed to inject the total energy
Ep ¼ 1.0 × 1050 erg in CRs. Then the individual contri-
butions ni;kðx; t; EÞ from each source i are added using a
precalculated template in order to save computing time.
We convert the total density nkðx⊙; t; EÞ at the position
of the Sun into the predicted intensity Ikðx⊙; t; EÞ ¼
c=ð4πÞnkðx⊙; t; EÞ of the CR nuclei group k as a function
of time. Finally, we determine the relative fraction of
energy transferred to the k.th group of nuclei and the
exponent αk of their injection spectrum dNk=dE ∝
E−αk expð−E=ZEcÞ by a comparison of the predicted
intensity to the measurements. We choose the energy Ec
above which we assume that the source spectrum is
exponentially suppressed as E=Z ¼ 1017 eV.
Note that IkðE; tÞ is predicted as a function of time. Since

IkðE; tÞ fluctuates due to the discreteness of the sources, we
show a 1σ confidence band illustrating the spread around
the predicted average intensity. In contrast, the grammage is
measured at relatively low energies, E≲ 1 TeV, where
fluctuations due to the discrete source distribution play only
a minor role and therefore only average values are relevant.
For the experimental data, we use above E > 1016 eV

the tabulated intensities of protons, helium, carbon (repre-
senting the CNO group), Si (for the SiMg group) and
Fe nuclei (for Fe-Mg) from KASCADE-Grande data
given in [2], while we employ in the energy range E ¼
1015–1016 eV the KASCADE data read from Fig. 12 in [2].
Since the KASCADE and KASCADE-Grande proton data
disagree in the overlapping energy range, we reduce the
KASCADE-Grande proton flux by 30%, and add this 30%
proton flux to the He flux, in order to achieve agreement
between the two data sets. Moreover, the discriminating
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grammage at E≲ 100 GeV which is a factor ∼10 above the
determinations from e.g. B/C measurements (blue cross).
This discrepancy is in line with our determination of the
diffusion coefficient in a purely turbulent magnetic field
with strengthBrms ¼ 4 μG [17], which also disagreed by an
order of magnitude with the extrapolation of the diffusion
coefficient phenomenologically determined from the ratios
of secondary to primary nuclei. Consistency with these
measurements could be achieved, if the energy density
of the turbulent magnetic field is reduced [18]. Such a
rescaling is displayed as the lower (red) line in Fig. 1. In the
following, we consider this case [19].
We have calculated the grammage also in the GMF

model of Ref. [11]. The CR confinement time was found to
be twice as large as for the GMF model of Ref. [9], leading
to a stronger discrepancy between the extrapolation of the
grammage to low energies and its determinations.

IV. COSMIC RAY ANISOTROPY

In the diffusion approximation, the CR dipole anisotropy
d is given by d ¼ 3D∇ lnðnÞ=c. The measurements or tight
experimental upper limits on d at high energies are
typically difficult to reconcile with determinations of
the diffusion coefficient at low energies, even for a
Kolmogorov spectrum where DðEÞ ∝ E1=3. In our model,
one expects the anisotropy to grow more rapidly above
the knee. The diffusion coefficient scales there as
D ∼ 1

3 lccðRL=lcÞα, with α ≈ 1.3. We compute the average
anisotropy and derive the energy dependence ofDðEÞ from
the escape probability calculated previously, setting
DðE=ZÞ ∝ τescðE=ZÞ. We fix the proportionality constant
by requiring that the dipole amplitude d ¼

P
kfkdk equals

the dipole component ~d observed by the EAS-TOP
collaboration at E ¼ 1.1 × 1014 eV [20]. k labels the
groups of nuclei we consider, fk is their fraction of the
total CR flux, and dk ∝ τescðE=ZÞ is their individual dipole.
In Fig. 2 we show the resulting dipole amplitude d as a

function of energy E. As expected, the amplitude raises
below the knee as E1=3, while it increases approximately as
E0.7 above. We also plot the values of ~d observed by
IceCube [21], as well as the 99% C.L. upper limits on d⊥
from the Pierre Auger Observatory [22,23]. Comparing our
estimate for the dipole amplitude with the upper limits at
high energies, we conclude that the light component
of the Galactic CR flux must be suppressed above
1017 eV. We expect the approximation d ∝ τescðE=ZÞ to
break down for E=Z ≳ 1017 eV: Close to the semiballistic
regime, a calculation of the anisotropy based on trajectories
would be required, but is computationally extremely
expensive.

V. COSMIC RAY INTENSITY

We now use the time-dependent intensity Ik of various
groups k of CR nuclei as a test of our hypothesis that the

knee is entirely explained by the energy-dependent CR
leakage from the Milky Way. We distribute a discrete set of
sources in the Galactic disk according to Eq. (1) and a fixed
rate _N. Each source is assumed to inject the total energy
Ep ¼ 1.0 × 1050 erg in CRs. Then the individual contri-
butions ni;kðx; t; EÞ from each source i are added using a
precalculated template in order to save computing time.
We convert the total density nkðx⊙; t; EÞ at the position
of the Sun into the predicted intensity Ikðx⊙; t; EÞ ¼
c=ð4πÞnkðx⊙; t; EÞ of the CR nuclei group k as a function
of time. Finally, we determine the relative fraction of
energy transferred to the k.th group of nuclei and the
exponent αk of their injection spectrum dNk=dE ∝
E−αk expð−E=ZEcÞ by a comparison of the predicted
intensity to the measurements. We choose the energy Ec
above which we assume that the source spectrum is
exponentially suppressed as E=Z ¼ 1017 eV.
Note that IkðE; tÞ is predicted as a function of time. Since

IkðE; tÞ fluctuates due to the discreteness of the sources, we
show a 1σ confidence band illustrating the spread around
the predicted average intensity. In contrast, the grammage is
measured at relatively low energies, E≲ 1 TeV, where
fluctuations due to the discrete source distribution play only
a minor role and therefore only average values are relevant.
For the experimental data, we use above E > 1016 eV

the tabulated intensities of protons, helium, carbon (repre-
senting the CNO group), Si (for the SiMg group) and
Fe nuclei (for Fe-Mg) from KASCADE-Grande data
given in [2], while we employ in the energy range E ¼
1015–1016 eV the KASCADE data read from Fig. 12 in [2].
Since the KASCADE and KASCADE-Grande proton data
disagree in the overlapping energy range, we reduce the
KASCADE-Grande proton flux by 30%, and add this 30%
proton flux to the He flux, in order to achieve agreement
between the two data sets. Moreover, the discriminating
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Deviations from simple standard model (i)
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Deviations from simple standard model (ii)
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rigidity range of 5 to 30 GV, where solar-
modulation effects dominate. Previous measure-
ments (20–24) did not have the statistical and
systematic precision to demonstrate this decrease
in the ratio.

Secondly, as seen in Fig. 4, the PAMELA
data show clear deviations from a single–power-
law model. The spectrum of protons gradually
softens in the rigidity range 30 to 230 GV. In the
rigidity range 30 to 80 GV, gR30−80GV;p ¼ 2:801 T

0:007(stat) T 0:002(syst), which is lower than the
value fitted between 80 to 230 GV: gR80−230GV,p ¼
2:850 T 0:015(stat) T 0:004(syst). In the case
of helium, gR30−80GV,He ¼ 2:71 T 0:01(stat) T
0:002(syst), which is lower than gR80−230GV,He ¼

Fig. 1. Proton and helium absolute fluxes measured by
PAMELA above 1 GeV per nucleon, compared with a few of the
previous measurements (16–24). All but one of the previous
measurements (24) come from balloon-borne experiments.
Previous data up to few hundred billion electron volts per
nucleon were collected by magnetic spectrometer experiments
(20–24), whereas higher-energy data come from calorimetric
measurements. PAMELA data cover the energy range 1 GeV
to 1.2 TeV (1 to 600 GeV per nucleon for He). The fluxes are
expressed in terms of kinetic energy per nucleon, converted
from the rigidity measured in the tracker and neglecting any
contribution from less abundant deuterium (d/p ≃ 1%) (where
d is deuterium) and 3He (3He/4He ≃ 10%). Therefore, pure
proton and 4He samples are assumed. Error bars are statis-
tical and indicate 1 SD; the gray shaded areas represent the
estimated systematic uncertainty. E, kinetic energy per nucleon.
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Fig. 2. Proton (top data set) and helium (bottom data set)
fluxes measured by PAMELA in the rigidity range 1 GV to
1.2 TV. The pink shaded areas represent the estimated
systematic uncertainty. The lines represent the fit with a
single power law and the GALPROP (36) and Zatsepin (29)
models. Details of the models are presented in tables S1
and S2.
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Δ ¼ d½logðΦS=ΦPÞ%=d½logðRÞ%; ð3Þ

whereΦS=ΦP are the ratios of the secondary to primary flu-
xes over rigidity intervals [60.3–192] and ½192–3300% GV
and shown in Fig 3. Above ∼200 GV these spectral indices
exhibit an average hardening of 0.13 & 0.03. Figures 9 and
10 of the Supplemental Material [21] show all secondary to
primary flux ratios together with the results of Eq. (3). This
additionally verifies that at high rigidities the secondary
cosmic rays harden more than the primary cosmic rays. This
additional hardening of secondary cosmic rays is consistent
with expectationswhen the hardening of cosmic ray fluxes is
due to the propagation properties in the Galaxy [16].
To examine the rigidity dependence of the secondary

cosmic rays in detail, the lithium to boron Li=B and
beryllium to boron Be=B flux ratios were computed using
the data in Tables I, II, and III of the Supplemental Material
[21] and reported in Tables X and XI of the Supplemental
Material [21] with their statistical and systematic errors.
Figure 11 of the Supplemental Material [21] shows the
(a) Li=B and (b) Be=B ratios as functions of rigidity with
their total errors together with the results of fits to a constant

value above 7 GV for Li=B and above 30 GV for Be=B.
The fits yield Li=B ¼ 0.72 & 0.02 with χ2=d:o:f: ¼ 51=53
and Be=B ¼ 0.36 & 0.01 with χ2=d:o:f: ¼ 27=35. From
these fits we note that the Li=Be ratio is 2.0 & 0.1
above 30 GV; see also Fig. 12 of the Supplemental
Material [21]. The Li and B fluxes have an identical
rigidity dependence above ∼7 GV and all three secondary
fluxes have an identical rigidity dependence above
∼30 GV. In Figs. 13, 14, and 15 of the Supplemental
Material [21], we compare our flux ratios converted to EK
using the procedure described in Ref. [24] with earlier
measurements [2–11,31–33].
In conclusion, we have presented precise, high statistics

measurements of the lithium, beryllium, and boron fluxes
from 1.9 GV to 3.3 TV with detailed studies of the
systematic errors. The Li and B fluxes have identical
rigidity dependence above 7 GV and all three fluxes have
identical rigidity dependence above 30 GV with the Li=Be
flux ratio of 2.0 & 0.1. The three fluxes deviate from a
single power law above 200 GV in an identical way. As
seen in Fig. 4, this behavior of secondary cosmic rays has
also been observed in primary cosmic rays He, C, and O
[14] but the rigidity dependences of primary cosmic rays
and of secondary cosmic rays are distinctly different. In
particular, above 200 GV, the spectral indices of secondary
cosmic rays harden by an average of 0.13 & 0.03more than
the primaries. These are new properties of cosmic rays.

We thank former NASA Administrator Daniel S. Goldin
for his dedication to the legacy of the ISS as a scientific
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- Second population of particles released after SNR fades away

- Spectral dispersion in non-linear shock acceleration

- Different source classes or different acceleration times 
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Table 1 List of selected air shower detectors. Hybrid refers to air fluorescence telescopes looking over a surface array.

Array Overburden /(g/cm2) Type Energy range

Tibet [22] 559 Scintillator 1–200 PeV

Akeno [15] 909 Scintillator/muon 0.5 PeV–5 EeV

AGASA [31] 909 Scintillator 4–200 EeV

HEGRA [21] 755 Air Cherenkov 0.5–10 PeV

TUNKA [23] 938 Air Cherenkov 7–1000 PeV

KASCADE [17] 1022 Scintillator/muon 2–90 PeV

KASCADE-Grande [38] 1022 Scintillator/muon 1–1400 PeV

GAMMA [37] 700 Scintillator/muon 3–200 PeV

IceTop [19] 680 Ice Cherenkov 1–1000 PeV

IceCube [54] 680 Ice Cherenkov (surface) + deep muons 1–1000 PeV

CASA-MIA [16] 860 Scintillator + muon counters 0.1–10 PeV

Fly’s Eye [24] 860 Air fluorescence 1–100 EeV

Hi-Res [29] 845 Air fluorescence 0.2–100 EeV

Telescope Array [34] 845 Hybrid 2–140 EeV

Auger [18] 845 Hybrid 1–280 EeV

mind the amplification that occurs when data are plot-
ted as Eγ+1dN/dE, as is commonly done to display rel-
atively small deviations from the underlying power law
structure of the cosmic-ray spectrum. Air shower exper-
iments typically measure and present there results as
number of events per logarithmic bin of energy. Uncer-
tainties in reconstructed energy generally scale with en-
ergy, so the resolution is expressed as δE/E = δ ln E.
If the energy scale is shifted by an amount δ ln E,
then each point moves on a log-log plot by a distance√

1 + γ2 δ ln E at an angle elevated from the horizontal
by θ = arctanγ. For γ = 1.6 as in Fig. 2 the shift is
amplified by 1.89 and for γ = 2 as in Fig. 3 the factor is

2.24. Thus, differences among data sets are not as large
as they appear when multiplied by a power of the energy.

3.1 The knee region

To study the knee region we select several measurements
that have similar (though not identical) structure to
each other, but are offset to some extent. The left panel
of Fig. 2 shows measurements of CASA-MIA [16], KAS-
CADE [17], HEGRA [21] and Tibet [22], all of which
show a bending corresponding to the knee of the spec-
trum. Three higher energy measurements, which start
above the knee and extend to 109 GeV (Tunka [23],

Fig. 2 Data from kilometer-scale air shower experiments for the spectrum up to one EeV, including the knee of the spectrum.
Left : Data as presented; Right : Data replotted with energies shifted as shown in the labels.

T. K. Gaisser, T. Stanev, and S. Tilav, Front. Phys., 2013, 8(6) 751
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contributions of individual groups of nuclei are shown,
as well as the spectra of nuclei from CREAM [8]. We
note that the bump in the spectrum around 1017 eV cor-
responds with the “iron knee” reported by KASCADE-
Grande in their electron rich sample [45] and also noted
by GAMMA [37]. A tendency for increasing mass above
the knee has been noted for a long time (for example by
CASA-MIA [46]), which seems now to be confirmed with
higher resolution.

Another noteworthy feature is the possibility illus-
trated in this fit of explaining the ankle as a Peters cy-
cle containing only protons and iron. This possibility is
also suggested in Ref. [32] as an example of their “disap-
pointing” model [47] of the end of the cosmic-ray spec-
trum. Such a picture is disappointing because the end of
the spectrum would correspond to the highest energy to
which cosmic-ray acceleration is possible, rather than to
the Greisen–Zatsepin–Kuz’min effect in which higher en-
ergy particles lose energy in interactions with the cosmic
microwave background [48, 49].

4.3 Comments on fitting with several populations

In both fits above we refer to three populations of par-
ticles, with spectral indices for each nuclear component
and a single characteristic maximum rigidity for each
population. The latter assumption has the effect of mak-
ing the composition become heavier as each population
approaches its maximum, as illustrated in the left panel
of Fig. 5. Another important point is that the higher en-
ergy populations can contribute significantly to the flux
in the region dominated by the lower population. The

right panel of Fig. 4 shows the overlap of the three pop-
ulations of the global fit of Table 3.

The hardening of the spectrum observed by PAMELA
and CREAM around 200 GV is suggestive of the onset of
a new population [50]. In this interpretation, the Popula-
tion 1 of our global fit would be a higher energy popula-
tion which becomes dominant above 200 GV, but which
still contributes significantly at lower energies. Other ex-
planations have been suggested. For example, Ref. [51]
suggests that the hardening reflects the concave spec-
trum characteristic of non-linear diffusive shock acceler-
ation. In Ref. [52] it is suggested that a dispersion in the
injection spectra of different SNR is responsible for the
hardening of the spectrum. Ref. [53] shows how the hard-
ening of the spectrum could be attributed to a change
in the type of turbulence responsible for diffusion of the
cosmic rays.

A general feature illustrated by the various parameter-
izations discussed here is that a Peters cycle of cutoffs of
elemental components with rather hard spectra before
the cutoff can produce regions of the all-particle spec-
trum that can be described approximately by steeper
power laws. The differential spectral index between 100
GeV and one PeV is close to 2.6 while the index above
the second knee, between 2 × 1018 and 5 × 1019 eV is
approximately 3.35. The individual spectra in the global
fit of Table 3, for example, have differential indices below
their cutoffs ranging from 2.2 to 2.4 (except for hydrogen
and helium below 200 GV).

In the case of the ankle structure, there is one model
in which the absolute energy of the feature is fixed
by the physical assumptions of the model. That is the
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by the turbulence associated with non-linear diffusive
shock acceleration [41]. Support for the presence of mag-
netic field amplification by a factor of 100 above the level
the interstellar medium comes from the narrow rims of
synchrotron radiation by electrons observed at the edges
of some SNR [42]. With fields of order 100 µGauss, ac-
celeration of protons to energies Emax ∼ 3 × 106 GeV is
possible given the size and expansion rate of SNR [43].
In this situation it is natural to associate the knee with
the maximum energy for the bulk of the galactic cosmic
rays.

If the ankle signals the transition to extragalactic cos-
mic rays, and the cutoff for the SNR component occurs at
a rigidity of several PV, then there is a gap between the
knee and the ankle that has to be filled in by a higher en-
ergy galactic component, which Hillas calls “component
B.” In this case there would be at least three populations
of particles. There could of course be many more compo-
nents in a more realistic picture in which different classes
of sources, or even individual sources have different indi-
vidual characteristics. For this reason a three population
model is a minimal assumption in case the transition to
extra-galactic cosmic rays occurs at the ankle.

This three population picture is implemented in the
model of Ref. [36] by assuming that each of the three
components (j) contains all five groups of nuclei and
cuts off exponentially at a characteristic rigidity Rc,j.
Thus the all-particle spectrum is given by

φi(E) =
3∑

j=1

ai,j E−γi,j × exp
(
− E

ZiRc,j

)
(3)

The spectral indices for each group and the normaliza-
tions are given explicitly in Table 2. The parameters for
Population 1 are from Refs. [7, 8], which we assume can
be extrapolated to a rigidity of 4 PV to describe the knee.
In Eq. (3) φi is dN/dlnE and γi is the integral spectral

index. The subscript i = 1, 5 runs over the standard five
groups (p, He, CNO, Mg-Si and Fe), and the all-particle
spectrum is the sum of the five. This model is plotted as
the solid line in Figs. 2 and 3.

Table 2 Cutoffs, normalization constants (ai,j) and integral
spectral indexes (γi,j) for Eq. (3) for the implementation of the
Hillas model (H3a) in which all populations are mixed. In the
bottom part of the table population 3(*) consists of protons only
(H4a).

p He CNO Mg-Si Fe

Pop. 1: 7860 3550 2200 1430 2120

Rc = 4 PV 1.66 1.58 1.63 1.67 1.63

Pop. 2: 20 20 13.4 13.4 13.4

Rc = 30 PV 1.4 1.4 1.4 1.4 1.4

Pop. 3: 1.7 1.7 1.14 1.14 1.14

Rc = 2 EV 1.4 1.4 1.4 1.4 1.4

Pop. 3(*): 200 0.0 0.0 0.0 0.0

Rc = 60 EV 1.6

4.2 An alternative picture and global fit

Spectra for the second fit are given by the same Eq. (3)
but with qualitatively different parameters, as given in
Table 3. In particular, the first population has a much
lower cutoff of Rc = 120 TV. This description is related
to the significantly harder spectra assumed for the first
population. Each component in the first population is fit-
ted only above Rc = 200 GV, after the spectra hardening
noted in Refs. [8] and [9]. With these harder spectra (as
compared to Table 2), the heavy components cannot be
extended past the knee region. It is interesting to note
that Rc ≈ 100 TV is the classical result for the expected
maximum energy of supernova remnants expanding into
the interstellar medium with an un-amplified magnetic
field of a few µGauss [44].

The spectrum with the parameters of Table 3 is
shown in Fig. 4 from below the knee to the ankle. The

Table 3 Global fit results for the cutoffs, normalization constants (ai,j) and integral spectral indexes (γi,j ) for Eq. (3). In the bottom
part of the table(*) populations 2 and 3 are slightly modified to accommodate a Population 4 of protons to bring ⟨ln(A)⟩ down to the
observed level in Fig. 5.

p He C O Fe 50 < Z < 56 78 < Z < 82

Pop. 1: 7000 3200 100 130 60

Rc = 120 TV 1.66 1 1.58 1.4 1.4 1.3

Pop. 2: 150 65 6 7 2.3 0.1 0.4

Rc = 4 PV 1.4 1.3 1.3 1.3 1.2 1.2 1.2

Pop. 3: 14 0.025

Rc = 1.3 EV 1.4 1.2

Pop. 2*: 150 65 6 7 2.1 0.1 0.53

Rc = 4 PV 1.4 1.3 1.3 1.3 1.2 1.2 1.2

Pop. 3*: 12 0.011

Rc = 1.5 EV 1.4 1.2

Pop. 4*: 1.2

Rc = 40 EV 1.4

T. K. Gaisser, T. Stanev, and S. Tilav, Front. Phys., 2013, 8(6) 753

Gaisser, Stanev, Tilav Front. Phys. 8 (2013) 748

Below the knee: superposition of power laws of different index 
Above the knee: superposition of exponential flux suppressions
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FIG. 4: Scaled particle flux per energy interval from direct and indirect measurements (see Tab. II). Solid markers show direct
measurements of the leading elements proton (red), Helium (yellow), oxygen (gray), and iron (blue). Open markers show
indirect measurements of the total flux. Error bars indicate the quadratic sum of statistical and systematic uncertainties. All
data points are adjusted to the common energy scale E in this plot, using Eq. 3 and the factors from Fig. 8. Lines and error
bands repesent the GSF fit; total flux (thick solid, black), proton flux (thin solid, red), helium flux (dashed, yellow), flux from
oxygen group (gray, dash-dotted), flux from iron group (blue, dotted). The flux from elemental iron is smaller than the flux of
the iron group, analog for oxygen, as explained in Fig. 2 and the text.

therefore the nucleon flux is proportional to the . We find
approximately aligned structures at the knee, the second
knee, and at the final cut-o↵. The model by Gaisser et
al. [5] starts from the assumption that these structures
exist.

We find that the total nucleon flux, which is used as
input for the other calculations in the rest of the paper,
is largely dominated by the proton and helium contribu-
tion. The derived nucleon flux therefore is nearly inde-
pendent of the assumed elemental flux ratios in Tab. I.

D. Interpretation and usage of the covariance
matrix

The covariance matrix C of the spline parameters aLk

quantifies the remaining uncertainty of the fit result,
which originates from uncertainties in the data or a lack
thereof. Since we combine statistical and systematic un-
certainties in the fit, uncertainty intervals constructed
from C do not have coverage, which means that we can-
not compute a chance probability for a particular devia-

tion that we see. Nevertheless, we can still consistently
express deviations in units of standard deviations com-
puted from the covariance matrix.
Uncertainty bands around the fit are computed as fol-

lows.

1. Compute the flux J(E) according to Eq. 8 at some
discrete energies Ei.

2. Compute the covariance matrix D for the discrete
flux values Ji(Ei) via uncertainty propagation from
the covariance matrix C of the spline parameters,

Dij = cov[Ji, Jj ] =
X

kl

@Ji
@ak

@Jj
@al

Ckl, (14)

here k and l run over the amplitudes of all lead-
ing elements sequentially. The Jacobian @Ji/@ak
can be computed analytically, by computing the
derivates of Eqs. 7-8.

3. The point-wise uncertainty interval is (Ji ±
p
Dii).

Similarly, the deviation of another flux J 0 from the
GSF flux J in units of standard deviations is, assuming

3

FIG. 1: Elements and mass groups used in the global spline
fit (GSF). A group is named after the leading element in the
group, distinguished by a star. Mass groups divide the axis of
logarithmic mass lnA into four roughly equal parts. The area
of each circle is proportional to the flux ratio Jj(R)/JL(R)
with respect to the leading element L of the group. The
numerical values are listed in Tab. I.

between leading element and group.
The proton and helium groups each contain only a sin-

gle element. The oxygen and iron groups contain many
elements. The leading element does not have a special
role, the fit results are invariant to a change of the leading
element, if the flux ratios change accordingly. We chose
the leading element as the one with the largest contri-
bution to the particle flux per energy interval J(E) of
the mass group, which is the heaviest abundant element
in the group. The fixed flux ratios wLj are computed
from elemental fluxes observed by the HEAO satellite [7]
for beryllium to nickel, while the lithium/oxygen ratio is
taken from AMS-01 [8]. The factors wLj are visualized
in Fig. 1 and listed in Tab. I.

The flux JL(R) of a leading element L 2 {p,He,O,Fe}
is described by a scaled sum of cubic B-splines [9]

JL(R) = (R/GV)�3
X

k

aLk bk
�
ln(R/GV)

�
, (7)

the aLk are free parameters adjusted by the fit. A brief
introduction to B-splines is given in Appendix A. The B-
splines are defined over a grid of locations, called knots.
We use a regular grid of knots in the logarithm of rigidity,
with regular sub-divisions in regions of high flux variabil-
ity. The chosen grid, listed in Tab. III in Appendix A,
optimizes the numerical stability of the fit, while mini-
mizing bias and computation time.

We verified that the result of the fit is not sensitive
to our particular choice of knot locations. We tested
variants with a perfectly regular grid of knots in steps

FIG. 2: Cosmic ray flux from the iron group (thick solid line)
in the GSF, from elemental iron (dashed line), and from other
elements that contribute to the iron group (thin solid lines).

of 0.5 in log10(R/GV), and shifted these by ±0.1 in
log10(R/GV). These variations are consistent with the
reference result.
Scaling the sum of B-splines in Eq. 7 with the fac-

tor (R/GV)�3 helps to make the numerical problem
tractable. Without the scaling, the numerical values of
the free parameters aLk would vary over many orders of
magnitude, which makes the fit unstable1.
We use cubic B-splines and K knots, so there are

K + 2 free B-spline amplitudes. While it is not strictly
necessary, we found it convenient to reduce the num-
ber of fitted amplitudes to K by dropping the first and
last B-spline b0 and bK+1, which is equivalent to setting
a0 = aK+1 = 0.
The total flux per energy interval is the sum over ele-

mental fluxes,

J(E) =
X

L

X

j

wLj JL
�
Rj(E)

� ⇣dR
dE

⌘

j
, (8)

where L iterates over the leading elements {p,He,O,Fe}
and j over the elements within the same group as L. The
elemental fluxes are scaled with the ratios wLj listed in
Tab. I. The rigidity Rj(E) and the derivative (dR/dE)j
are computed using Eqs. 5 and 6 with the respective val-
ues for mass Aj and charge Zj .

1 The finite resolution of floating point numbers in a computer
leads to catastrophic loss of precision when a small number is
added/subtracted from a very large number. For example, in
case of a standard 64 bit float, the statement (1e16 + 1) ==
1e16 is true.

Definition of element groups important

Spline fit segments adjusted to economically reproduce data 
Proper error propagation from experimental uncertainties
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Fi#ure 2 Size of the trajectories of 7 x 1019 eV cosmic-ray nuclei in relation to the Galaxy in
a 2-#G magnetic field (assumed to be almost uniform).

implausibly constant direction over a large volume. This field could hardly
be stronger than 2 #G (rather like that in the local galactic disk); in Figure 
the typical energy of the sample is taken to be 7 x 1019 eV, and the
trajectories of protons and oxygen and iron nuclei in such a field (normal to
the diagram) are shown. Protons would clearly originate outside our
Galaxy, and the arrival direction points roughly from the Virgo cluster of
galaxies, 15-20 Mpc away (though Southern Hemisphere observers may
not be much impressed by this remark). Only if the particles were all more
highly charged nuclei and if the magnetic halo of our Galaxy extended to
several kiloparsec (as shown) could the particles originate in our Galaxy.
The evidence suggests that at least some of the particles are protons (97), but
their identification is not easy. Such an identification is of critical
importance. If they were to turn out to be entirely highly charged nuclei, we
might consider whether young pulsarlike objects could possibly be sources ;
otherwise, we have to look outside the Galaxy.

2. OBSERVATIONAL DATA

Particles of energy > 10x ~ eV are detected through the extensive cascades of
secondary particles that they generate in the atmosphere ("extensive air
showers"). These are observed by large arrays of particle detectors on the
ground. The largest of these arrays viewing the northern sky have been at
Volcano Ranch (USA), Haverah Park (England), and Yakutsk (USSR);
another array, Chacaltaya (Bolivia), operates near the equator. The
southern sky has as usual been somewhat neglected, but the observers at
Sydney (Australia) had the largest exposure of all at the highest energies. 
the effort to gather statistics on 1020 eV particles, the global exposure to
date is ~ 500 km2 yr.

www.annualreviews.org/aronline
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Figure 11. 99% CL upper limits on dipole and quadrupole amplitudes as a function of the energy. Some generic anisotropy expectations from stationary Galactic
sources distributed in the disk are also shown for various assumptions on the cosmic-ray composition. The fluctuations of the amplitudes due to the stochastic nature
of the turbulent component of the magnetic field are sampled from different simulation data sets and are shown by the bands (see the text).
(A color version of this figure is available in the online journal.)

Table 3
Summary of the Dipolar Analysis (ℓmax = 1) Reported in Section 5.2,

Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E N r δ α UL
(EeV) (%) (◦) (◦) (%)

1–2 360132 1.0 ± 0.4 − 15 ± 32 342 ± 20 1.5
2–4 88042 1.6 ± 0.8 − 46 ± 28 35 ± 30 2.8
4–8 19794 2.7 ± 2.0 − 69 ± 30 25 ± 74 5.8
>8 8364 7.5 ± 2.5 − 37 ± 21 96 ± 18 11.4

simulation of showers. Both the systematic uncertainties asso-
ciated with the different interaction models and primary masses
and the statistical uncertainties related to the procedure used to
extract g1 and g2 constitute a source of systematic uncertainties
on the anisotropy parameters.

To quantify these systematic uncertainties, we repeated the
whole chain of analysis on a large number of modified data
sets. Each modified data set is built by randomly sampling the
coefficients αP , αρ, and βρ (or g1 and g2 when dealing with
geomagnetic effects) according to the corresponding uncertain-
ties and correlations between parameters through the use of a
Gaussian probability distribution function. For each new set of
correction coefficients, new sets of anisotropy parameters are
then obtained. The rms of each resulting distribution for each
anisotropy parameter is the systematic uncertainty that we as-
sign. Results are shown in Figure 10, in terms of the dipole
and quadrupole amplitudes as a function of the energy. Bal-
anced against the statistical uncertainties in the original analysis
(shown by the bands), it is apparent that both sources of system-
atic uncertainties have a negligible impact on each reconstructed
anisotropy amplitude.

7. UPPER LIMITS AND DISCUSSION

From the analyses reported in Section 5, upper limits on
dipole and quadrupole amplitudes can be derived at 99% CL
(see Appendices C and D). All relevant results are summarized
in Tables 3 and 4. The upper limits are also shown in Figure 11
accounting for the systematic uncertainties discussed in the
previous section: in the last two energy bins, the upper limits
are quite insensitive to the systematic uncertainties because all
amplitudes lie well within the background noise.

Below we illustrate the astrophysical interest of these upper
limits by calculating the anisotropy amplitudes expected in a toy
scenario in which sources of EeV cosmic rays are stationary,

Table 4
Summary of the Quadrupolar Analysis (ℓmax = 2) Reported in Section 5.3,
Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E λ+ β UL (λ+) UL (β)
(EeV) (%) (%) (%) (%)

1–2 2.0 ± 0.7 1.7 ± 0.6 3.0 2.9
2–4 5.0 ± 1.7 4.2 ± 1.3 6.3 6.1
4–8 1.6 ± 2.0 1.9 ± 1.8 10.0 9.4
>8 4.0 ± 3.4 3.9 ± 2.7 14.5 13.8

densely and uniformly distributed in the Galactic disk, and emit
particles in all directions.

Both the strength and the structure of the magnetic field in
the Galaxy, known only approximately, play a crucial role in
the propagation of cosmic rays. The field is thought to contain
a large-scale regular component and a small-scale turbulent
one, both having a local strength of a few microgauss (see,
e.g., Beck 2001). While the turbulent component dominates in
strength by a factor of a few, the regular component imprints
dominant drift motions as soon as the Larmor radius of cosmic
rays is larger than the maximal scale of the turbulences (thought
to be in the range 10–100 pc). We adopt in the following a
recent parameterization of the regular component obtained by
fitting model field geometries to Faraday rotation measures of
extragalactic radio sources and polarized synchrotron emission
(Pshirkov et al. 2011). It consists in two different components:
a disk field and a halo field. The disk field is symmetric with
respect to the Galactic plane and is described by the widely
used logarithmic spiral model with reversal direction of the
field in two different arms (the so-called BSS-model). The
halo field is anti-symmetric with respect to the Galactic plane
and purely toroidal. The detailed parameterization is given in
Pshirkov et al. (2011) (with the set of parameters reported in
Table 3). In addition to the regular component, a turbulent field
is generated according to a Kolmogorov power spectrum and is
pre-computed on a three-dimensional grid periodically repeated
in space. The size of the grid is taken as 100 pc, so as the
maximal scale of turbulences, and the strength of the turbulent
component is taken as three times the strength of the regular one.

To describe the propagation of cosmic rays with energies
E ! 1 EeV in such a magnetic field, the direct integration of
trajectories is the most appropriate tool. Performing the forward
tracking of particles from Galactic sources and recording those
particles which cross the Earth is, however, not feasible within
a reasonable computing time. So, to obtain the anisotropy of

16

(Auger, ApJ 203, 2012, 
Giacinti et al. JCAP 2012, 2015)
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SNR
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  IGM shocks

Figure 11:

Updated Hillas (1984) diagram. Above the blue (red) line protons (iron nuclei) can be confined to

a maximum energy of Emax = 1020 eV. The most powerful candidate sources are shown with the

uncertainties in their parameters.

for extragalactic sources. Requiring that candidate sources be capable of confining par-

ticles up to Emax, translates into a simple selection criterium for candidate sources with

magnetic field strength B and extension R (Hillas 1984): rL  R, i.e., E  Emax ⇠
1 EeV Z (B/1 µG)(R/1 kpc). Figure 11 presents the so-called Hillas diagram where can-

didate sources are placed in a B � R phase-space, taking into account the uncertainties

on these parameters (see also Ptitsyna & Troitsky 2010 for an updated discussion on the

Hillas diagram). Most astrophysical objects do not even reach the iron confinement line

up to 1020 eV, leaving the best candidates for UHECR acceleration to be: neutron stars,

Active Galactic Nuclei (AGN), Gamma Ray Bursts (GRBs), and accretion shocks in the

intergalactic medium. The Hillas criterion is a necessary condition, but not su�cient. In

particular, most UHECR acceleration models rely on time dependent environments and

relativistic outflows where the Lorentz factor � � 1. In the rest frame of the magnetized

plasma, particles can only be accelerated over a transverse distance R/�, which changes

subsequently the Hillas criterion.

Astrophysics of UHECRs 25

Ultra High Energy Cosmic Rays - Accelerators

! need ILC (35 MV/m)

L= diameter of Saturn orbit

! alternatively built LHC around

Mercury orbit

! astrophysical shock

acceleration less efficient...

Need accelerator of size of Mercury´s orbit 
to reach 1020 eV with LHC technology

(Unger, 2006)
Hillas plot (1984)

Emax ⇠ bs Z BR

(Kotera & Olinto, ARAA 2011)

Realistic constraints more severe 
• small acceleration efficiency

• synchrotron & adiabatic losses

• interactions in source region

(MX ~ 1023 - 1024 eV)

Fragmentation function

QCD: ~ E-1.5 energy spectrum

QCD+SUSY: ~ E-1.9 spectrum 

X particles from:

• topological defects

• monopoles

• cosmic strings

• cosmic necklaces

• .....

X



Propagation of ultra-high-energy cosmic rays

24

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB, IR

Greisen-Zatsepin-Kuzmin (GZK) effect, 1966

z=4 z=1

z=0.1

z=0.01

z=0.004

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1018 1019 10211017 1020

lo
g(

 E
3  x

 F
lu

x 
)  

   
(a

rb
. u

ni
ts

)

Energy   (eV)

0.004    16 Mpc
0.01      40 Mpc
0.1        415 Mpc

(Bergmann et al.,  PLB 2006)

CMB

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

e�
e+

CMB
Photo-pion production
(mainly Δ resonance)

Local Scales Effect Highest Energies: 
Analytic Treatments 

(logarithmic scale) 

11'Hooper et al. (2008), 0802.1538  

Local'Cosmo.'

f q(t)= Σ n= q
m τ q τ n

m− q− 1

∏ p= q

m
( τ n− τ p)

e
− t
τ n f n(0)

Aloisio&et&al.&(2013)&1006.2484&

Local Scales Effect Highest Energies: 
Analytic Treatments 

(logarithmic scale) 

11'Hooper et al. (2008), 0802.1538  

Local'Cosmo.'

f q(t)= Σ n= q
m τ q τ n

m− q− 1

∏ p= q

m
( τ n− τ p)

e
− t
τ n f n(0)

Aloisio&et&al.&(2013)&1006.2484&

Measurement of nucleus disintegration
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Energy threshold of suppression

of nuclei scales with mass number

(Giant dipole resonance at ~12 MeV lab.)
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Fig. 2 Loss length of four species of UHE nuclei (as labeled). Red solid line photo-

disintegration and blue dotted line pair-production. The e↵ect of EBL (modelled as in [34])

on photo-disintegration is seen by the black dotted line that shows photo-disintegration due

to the sole CMB field. The size of the visible universe is seen by the dashed green line

(adiabatic energy losses). Figures taken from [38].

p(A) + � ! p(A) + e+ + e�

The mean free path associated to this interaction is relatively short compared with all other

length scales of propagation, with a very small amount of energy lost by the propagating

particle in each interaction [16]. Taking into account this result, we can always interpret pair

production as a process that continuously depletes the particle’s energy. Hence, the rate of

energy losses 1
�

�
d�
dt

�
due to pair-production can be written substituting in Eq. (1) � ! �f ,

being f the inelasticity of the process, i.e. the average fraction of energy lost by the particle

in one interaction [52]. In the case of nuclei, the rate of pair-production energy losses can be

computed starting from the rate of protons and using the scalings [37, 38]:

fA = fp/A and �A = Z2�p .

Particles covering cosmological distances feel the e↵ect of the changes in the background

universe due to cosmology. Thus su↵ering adiabatic energy losses. Assuming standard

cosmology we can write the energy lost per unit time by UHECR (protons or nuclei) as
✓

� 1

�

d�

dt

◆

ad

= H(z) = H0

p
(1 + z)3⌦m + ⌦⇤ (4)

where z is the redshift at time t, H0 ' 70 km/s/Mpc is the Hubble constant, ⌦m ' 0.26 is

the matter density, and ⌦⇤ ' 0.74 is the dark energy density [53].

7/40

(Aloisio, PTEP 2017)
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Figure 8:

Schematic representation of magnetized regions intervening in UHECR propagation. Their

approximative characteristic length scales are indicated in grey.

flux of secondary particles (pioneered by Berezinsky & Gazizov 1993). Numerical Monte-

Carlo methods are best suited to model inhomogeneous distribution of sources, calculate

secondary emissions, and treat the complex processes intervening in the propagation of

nuclei in the intergalactic medium. Among the existing propagation codes that have been

developed for this purpose, one might refer to the public code CRPropa (Armengaud et al.

2007) and to the complete nuclei propagation tool by Allard et al. (2006).

The calculated spectra are in very good agreement with the observed spectra for a variety

of chemical compositions, Galactic to extragalactic transition models, source evolution his-

tories, and injection spectrum indices between 1.6� 2.7, for a fixed maximum acceleration

energy, Emax (see, e.g., Figure 2). Kachelriess & Semikoz (2006) demonstrate that relaxing

the assumption of a single maximum acceleration energy and introducing a power-law dis-

tribution of Emax leads to a change in the overall propagated spectrum slope. A key region

for models to fit is the ankle around a few EeV where the spectral slope changes (see Section

4). The precise shape of the GZK feature depends on the local source density and on the

transient or continuously emitting natures of the sources (see, e.g., Aloisio & Boncioli 2010;

Berezinsky et al. 2006; Blasi et al. 1999; Medina Tanco 1998; Miralda-Escudé & Waxman

1996). For instance, if Emax � 100 EeV a recovery of the spectrum at high energies can be

observed by future detectors.

3.2 The e↵ects of Magnetic fields

The absence of powerful astrophysical counterparts in the arrival directions of UHECRs

is probably related to the e↵ect of cosmic magnetic fields that deflect and delay particles

during their propagation. Charged particles are subject to the influence of magnetic fields

14 Kotera & Olinto
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Pierre Auger Observatory 
Province Mendoza, Argentina  
1660 detector stations, 3000 km2 
27 fluorescence telescopes

Telescope Array (TA) 
Delta, UT, USA 
507 detector stations, 680 km2 
36 fluorescence telescopes 

Fig. 2. The exposure of the Pierre Auger and Telescope Array experiments as a function of declination. The
vertical and inclined spectra of Auger, and the total exposure are shown, as are the TA exposures for zenith
angle limits of 45◦ and 55◦.

energy spectra even by observing the same region of the sky1.
Hereafter, we design an alternative way to measure the spectrum, so as to obtain an estimate in-

sensitive to the shape of the directional exposure of a given experiment. In this way, the energy spectra
measured in the same region of the sky should be compatible within the uncertainties, irrespective
of the anisotropies that might be imprinted upon the flux of cosmic rays – especially at the highest
energies. The starting point is to consider that anywhere the function ω(n) is non-zero, the differential
flux can be locally estimated as

J(n, E) =
1

ω(n)

d2N

dn dE
. (2)

Then, an alternative way to recover the energy spectrum, denoted as J1/ω, is to consider the differential
flux averaged over the observed region ∆Ω of the sky:

J1/ω(E) ≡ ⟨J(n, E)⟩∆Ω =
1

∆Ω

∫

∆Ω

dn

ω(n)

d2N

dn dE
. (3)

In this way, the energy spectrum J1/ω(E) is now an observable quantity that should be the same for
any experiment with non-zero f.o.v. in the region ∆Ω of the sky. In practice, with N events with
energies between E and E + ∆E, it can be estimated as

J1/ω(E) =
1

∆Ω∆E

N
∑

i=1

1

ω(ni)
, (4)

with, assuming Poisson statistics, uncertainties scaling to first order2 as

∆J1/ω(E) =
1

∆Ω∆E

√

N

ϵ

∫

dn

ω(n)
. (5)

1Note that an experiment with a uniform full-sky coverage would obviously not be affected by this effect, given that
∫

dn Janis = 0 by construction.
2This estimation of the uncertainties is obtained neglecting the effect of Janis.

4

Together full sky coverage

TA:

8.1 x 103 km2 sr yr (spectrum)

8.6 x 103 km2 sr yr (anisotropy)

Auger:

6.7 x 104 km2 sr yr (spectrum)

9 x 104 km2 sr yr (anisotropy)
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Combined Energy SpectrumCombined Energy Spectrum

17.5 18.0 18.5 19.0 19.5 20.0
lg(E/eV)

1037

1038

E3 J(
E)

/
� eV

2
km

�
2

sr
�

1
yr

�
1�

Auger (ICRC 2017)

1018 1019 1020
E /eV

�1 = 3.293 ± 0.002 ± 0.05 �2
=

2.5
3 ± 0.0

2 ± 0.1

Eankle = (5.08 ± 0.06 ± 0.8) EeV

Es = (39 ± 2 ± 8) EeV

E1/2 = (23 ± 1 ± 4) EeV

[9 of 30]

Auger and TA Surface Detector 
Spectra

• Ankle at ~3 EeV, cutoff at ~40 to 60 EeV

• ~10% energy scale difference around ankle region

• Large discrepancy in shape at E > ~1019.4 eV

• Systematic uncertainties, reconstruction biases?

• Anisotropies?

~10%

6

Rescale Auger and TA energies

• Constant rescaling factor of 
5.2%

• From fitting ratio of fluxes 
Auger/TA into a unity in 
the ankle region

• Auger energies raised by 
5.2%

• TA energies lowered by 
5.2%

• Agree in the ankle region 
1018.4 eV < E < 1019.4eV after 
rescaling

• Difference above 1019.4 eV 
persists after locking energy 
scales of experiments

8

(Auger-TA Spectrum Working Group)

DE/E = 14%

DE/E = 21%

Auger

TA
Sys. uncertainty

of energy scale



Are the energy spectra consistent with each other?
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Entire Sky Spectra

10

Common Declination Band

Better agreement between TA and Auger 
in the common declination band

11

All sky

Common

declination

band

Better agreement if only common declination band considered – anisotropy ?!

Declination Dependence in TA

• 3.9σ effect in TA using broken power law fit

• Auger sees no significant declination dependence

13

Declination Dependence in TA

• 3.9σ effect in TA using broken power law fit

• Auger sees no significant declination dependence

13



Telescope Array: spectrum with TALE
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Energy Spectrum (4)

  Comparison to other 

experiments.

  Connection to 
UHECR (TA SD 
Energy Spectrum)

Low energy showers develop

high in atmosphere

Less light produced due to smaller

number of secondary particles

Viewed at small angle to shower axis 

Composition-dependent correction to

go from calorimetric energy to total energy

/eV)
tot

(E
10

Energy log
15 16 17 18 19 20

to
t

 / 
E

ca
l

R
at

io
 E

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

p

Fe

γ

EPOS 1.99
QGSJET II-3
QGSJET01
SIBYLL 2.1

/eV)
tot

(E
10

Energy log
15 16 17 18 19 20

to
t

 / 
E

ca
l

R
at

io
 E

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05
(RE et al. Ann. Rev. Nucl. Part. Phys. 2011, 61)

Best detection of second knee so far
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Depth of shower maximum (Auger results)
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Average Xmax and Xmax-fluctuationsAverage Xmax and Xmax-fluctuations
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Auger preliminary
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LHC-tuned interaction models
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Large proton fraction below ankle
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FIG. 5: Xmax distribution of the fits for energy bin E = 10
17.8�17.9

eV. Results using Sibyll 2.1

are shown in the top row, QGSJET II-4 in the middle row, and EPOS-LHC in the bottom row.

The left column displays results where protons and iron nuclei were used, the central column also

includes nitrogen nuclei, and the right column includes helium nuclei in addition.

data lie between those for protons and iron nuclei but the distributions are too narrow to

accommodate a mixture of the two. Thus we conclude that either the model predictions are

wrong or else other nuclei with shorter propagation length form a significant component of

the UHECR flux that reaches the upper atmosphere.

Adding intermediate components greatly improves the fits for all hadronic interaction

models. EPOS-LHC in particular are satisfactory over most of the energy range. It is

interesting to note that including intermediate components also brings the models into re-
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FIG. 6: Xmax distribution of the fits for energy bin E = 10
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eV. See caption to Fig. 5.

markable agreement in their predictions of the protons and iron nuclei contributions despite

large di�erences in the remaining composition. This can be seen in the right column of

Fig. 5. All three models give acceptable fit qualities with consistent fractions of protons,

but with distinctly di�erent predictions for the remaining composition; results of EPOS-LHC

simulations favor a mixture dominated by nitrogen nuclei, while QGSJET II-4 simulation

favor helium nuclei, whereas Sibyll 2.1 modeling leads to a mixture of the two.

A substantial change in the proton fractions is observed across the entire energy range,

which rises to over 60% around the ankle region (⇠ 1018.2 eV) and subsequently dropping

to near-zero just above 1019 eV with a possible resurgence at higher energies. If the ankle

feature is interpreted as a transition from Galactic to extragalactic cosmic rays [14], the
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proton fraction in this energy range is surprisingly large as the upper limits on the large-scale

anisotropy [15] suggests that protons with energies below 1018.5 eV are most likely produced

by extragalactic sources. In order to accommodate a proton-dominated scenario for energies

above 1018 eV [16], the hadronic interaction models would need to be modified considerably.

The transition to heavier cosmic rays with increasing energy is reminiscent of a Peters

cycle [17], where the maximum acceleration energy of a species is proportional to its charge

Z. However further analysis that takes into account the energy spectrum and propagation

of UHECRs through the universe would be required to confirm this. Composition-sensitive

data above 1019.5 eV will be needed to allow a reliable interpretation of the observed changes

of composition in terms of astrophysical models (see e.g. Refs. [18, 19]).
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are shown in the top row, QGSJET II-4 in the middle row, and EPOS-LHC in the bottom row.

The left column displays results where protons and iron nuclei were used, the central column also

includes nitrogen nuclei, and the right column includes helium nuclei in addition.

data lie between those for protons and iron nuclei but the distributions are too narrow to

accommodate a mixture of the two. Thus we conclude that either the model predictions are

wrong or else other nuclei with shorter propagation length form a significant component of

the UHECR flux that reaches the upper atmosphere.

Adding intermediate components greatly improves the fits for all hadronic interaction

models. EPOS-LHC in particular are satisfactory over most of the energy range. It is

interesting to note that including intermediate components also brings the models into re-
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markable agreement in their predictions of the protons and iron nuclei contributions despite

large di�erences in the remaining composition. This can be seen in the right column of

Fig. 5. All three models give acceptable fit qualities with consistent fractions of protons,

but with distinctly di�erent predictions for the remaining composition; results of EPOS-LHC

simulations favor a mixture dominated by nitrogen nuclei, while QGSJET II-4 simulation

favor helium nuclei, whereas Sibyll 2.1 modeling leads to a mixture of the two.

A substantial change in the proton fractions is observed across the entire energy range,

which rises to over 60% around the ankle region (⇠ 1018.2 eV) and subsequently dropping

to near-zero just above 1019 eV with a possible resurgence at higher energies. If the ankle

feature is interpreted as a transition from Galactic to extragalactic cosmic rays [14], the
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proton fraction in this energy range is surprisingly large as the upper limits on the large-scale

anisotropy [15] suggests that protons with energies below 1018.5 eV are most likely produced

by extragalactic sources. In order to accommodate a proton-dominated scenario for energies

above 1018 eV [16], the hadronic interaction models would need to be modified considerably.

The transition to heavier cosmic rays with increasing energy is reminiscent of a Peters

cycle [17], where the maximum acceleration energy of a species is proportional to its charge

Z. However further analysis that takes into account the energy spectrum and propagation

of UHECRs through the universe would be required to confirm this. Composition-sensitive

data above 1019.5 eV will be needed to allow a reliable interpretation of the observed changes

of composition in terms of astrophysical models (see e.g. Refs. [18, 19]).

19

p He N Fe

Xmax [g/cm2 ] [14 of 30]

(Bellido ICRC 2017)



Comparison with TA results

33

8
TA Composition Summary, William Hanlon, ICRC 2017, Busan, Korea

Four TA independent <Xmax> 
measurements:

2 BR/LR hybrid
1 MD hybrid
1 Stereo (BR ⊗ LR ⊗ MD)

Event numbers shown are for 
BR/LR hybrid (A) data. 

The gray band are 
model-independent systematics on 
BR/LR hybrid (A) data.

All models shown are QGSJet 
II-04 as reconstructed by BR/LR 
hybrid analysis.

Within systematics all independent 
measurements agree.

(TA composition summary, Hanlon, ICRC 2017)

Auger-TA Working Group: data of the two experiments in agreement within the exp. uncertainties (E < 1019 eV)

Data cannot be compared directly 
due to different FoV treatment 9
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Figure 2: Illustration of the influence of the FD field of view on the sampling of the Xmax distribution. The slant
depth axes in g/cm2 are shown on the left panel for three di↵erent examples of event geometries (A), (B) and (C)
with di↵erent ground distances R, zenith angle ✓ and azimuthal angle �. The FD field of view is indicated by the
hatched area inside the dashed lines. Examples of correspondingly truncated Xmax distributions are shown on the

right panel together with their sum. For the purpose of this illustration, the same number of events for each
geometry has been assumed.

for each event given its energy, core location and zenith
angle (cf. [75]). This cut removes about 5% of events,
mainly at low energies.

b. Xmax observed It is required that the obtained
Xmax is within the observed profile range. Events where
only the rising and/or falling edge of the profile has been
observed are discarded, since in such cases the position
of Xmax cannot be reliably estimated. As can be seen
in Tab. I, about 30% of the events from the tails of the
Xmax distribution are lost due to the limited field of view
of the FD telescopes.

c. Quality cuts Faint showers with a poor Xmax res-
olution are rejected based on the expected precision of
the Xmax measurement, �̂, which is calculated in a semi-
analytic approach by expanding the Gaisser-Hillas func-
tion around Xmax and then using this linearized version
to propagate the statistical uncertainties of the number
of photo-electrons at the PMT to an uncertainty ofXmax.
Only showers with �̂ < 40 g/cm2 are accepted. Moreover,
geometries for which the shower light is expected to be
observed at small angles with respect to the shower axis
are rejected. Such events exhibit a large contribution of
direct Cherenkov light that falls o↵ exponentially with
the observation angle. Therefore, even small uncertain-
ties in the event geometry can change the reconstructed
profile by a large amount. We studied the behavior of
hXmaxi as a function of the minimum observation angle,

↵min, and found systematic deviations below ↵min = 20�,
which is therefore used as a lower limit on the allowed
viewing angle. About 80% of the events fulfill these qual-
ity criteria.

d. Fiducial Field of View The aim of this selection
is to minimize the influence of the e↵ective field of view
on the Xmax distribution by selecting only type (C) ge-
ometries (cf. Fig. 2).

The quality variables �̂ and ↵min are calculated for dif-
ferent Xmax values in steps of 10 g/cm2 along the shower
axis within the geometrical field-of-view boundaries. In
that way, the e↵ective slant-depth range for high-quality
showers can be exactly defined and it is given by the in-
terval in slant depth for which both �̂ < 40 g/cm2 and
↵min > 20�. The shower is accepted if this interval is
su�ciently large to accommodate the bulk of the Xmax

distribution. The trueXmax distribution is unfortunately
not known at this stage of the analysis and therefore we
study the di↵erential behavior of hXmaxi on the lower
and upper field-of-view boundary, Xl and Xu, for di↵er-
ent energy intervals using data. An example is shown
in Fig. 3. Once the field of view starts truncating the
Xmax distribution, the observed hXmaxi deviates from its
asymptotically unbiased value. We set the fiducial field-
of-view boundaries at the values of Xl and Xu where a
deviation of � > 5 g/cm2 occurs to ensure that the over-
all sampling bias on hXmaxi is smaller than this value.

Auger: only shower geometries for which all Xmax values visible

TA: all showers with Xmax in field of view (bias due to detector acceptance)
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What is the origin of the flux suppression at 6x1019 eV?
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Simple astrophysical model

Source positions: Random, following Dolag LSS

Minimal source distance: 10 Mpc

Source density: ⇢ ⇡ 10�4
Mpc

�3

Chemical composition at source: ↵ 2 {H,He,N,Si,Fe}

Energy spectrum at source:

dN
dE

= J0

X

↵

f↵E
��
0

8>><
>>:

1 for E0/Z↵ < Rcut ,

exp(1 � E0
Z↵Rcut

) for E0/Z↵ � Rcut
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Rigidity-dependent injection spectra with exp. suppression

Results for different model scenarios (CRpropa), m=0

(Wittkowski ICRC 2017)
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Results for different model scenarios (CRpropa), m=0

Ecut = Z Rcut ⇡ 7⇥1018.6 eV = 3⇥1019 eV

Suppression of flux dominated by maximum injection energy

(Si about two times higher)
(Wittkowski ICRC 2017)
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Results for different model scenarios (CRpropa), m=0

Very hard index of power law at injection

Suppression of flux dominated by maximum injection energy

(Wittkowski ICRC 2017)
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Results for different model scenarios (CRpropa), m=0

Very hard index of power law at injection

Suppression of flux dominated by maximum injection energy

Mainly primaries of the CNO and Si group injected, 
no Fe, very little p, p produced by spallation

(Wittkowski ICRC 2017)
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Best-fit parameters for different source evolutions

Source evolution parameter � log10(Rcut/eV) Dmin
2

m = 3 1.20 18.70 184

m = 0 1.61 18.88 192

m = �3 1.78 18.77 199

m = �6 1.95 18.77 202

m = �9 2.05 18.78 203

Source evolution has a strong influence on �
Best agreement with the data for m ⇡ 3

With decreasing m spectral index becomes more Fermi-like,
but fit becomes worse

2The goodness-of-fit is assessed with the deviance, D. Minimal D for best-fit: Dmin

David Wittkowski for the Pierre Auger Collaboration Reconstruction of the properties of the UHECR sources 12 / 17

High&Spectral&Peaked&Blazar&Evolu@on&

Ajello&et&al.&(2014),&1310.0006&

• Reminder:''
Blazar']>'BL'Lac'(FR1)']>'HSP'
'
• Supports'idea'that'FSRQ'(gas'
accreEng)'AGN'evolve'into'BL'
Lac'(gas'starved)'AGN'

n=]6'evoluEon'result'

Archetypal'HSP'
example'Mrk'501'

21'

m =�6

Fermi: low-luminosity, high-synchrotron peaked (HSP) BL Lacs

(Taylor, 
ICRC 2017)

(Wittkowski ICRC 2017)



Large-scale anisotropy (Auger data)

41

Observation of Dipolar anisotropy above 8 EeVObservation of Dipolar anisotropy above 8 EeV
Harmonic analysis in right ascension ↵

E [EeV] events amplitude r phase [deg.] P (� r)

4-8 81701 0.005+0.006
�0.002 80 ± 60 0.60

> 8 32187 0.047+0.008
�0.007 100 ± 10 2.6 ⇥ 10

�8

significant modulation at 5.2� (5.6� before penalization for energy bins explored)

 0.9
 0.92
 0.94
 0.96
 0.98

 1
 1.02
 1.04
 1.06
 1.08
 1.1

 0 60 120 180 240 300 360

N
or

m
al

iz
ed

 R
at

e

Right Ascension [deg]

data E>8 EeV
first harmonic

 

0.38

0.42

0.46

k
m

-2
 sr

-1
 y

r
-1

-90

90

360 0
 

0
.3

8

0
.4

2

0
.4

6

km-2 sr-1 yr-1

-9
0

9
0

1
8
0

-1
8
0

2
M

R
S 5

 E
eV

2
 E

eV

3-d dipole above 8 EeV:

(6.5
+1.3
�0.9)% at (↵, �) = (100

�
, �24

�
)

[22 of 30]

Observation of Dipolar anisotropy above 8 EeVObservation of Dipolar anisotropy above 8 EeV
Harmonic analysis in right ascension ↵

E [EeV] events amplitude r phase [deg.] P (� r)

4-8 81701 0.005+0.006
�0.002 80 ± 60 0.60

> 8 32187 0.047+0.008
�0.007 100 ± 10 2.6 ⇥ 10

�8

significant modulation at 5.2� (5.6� before penalization for energy bins explored)

 0.9
 0.92
 0.94
 0.96
 0.98

 1
 1.02
 1.04
 1.06
 1.08
 1.1

 0 60 120 180 240 300 360

N
or

m
al

iz
ed

 R
at

e

Right Ascension [deg]

data E>8 EeV
first harmonic

 

0.38

0.42

0.46

k
m

-2
 sr

-1
 y

r
-1

-90

90

360 0

 

0
.3

8

0
.4

2

0
.4

6

km-2 sr-1 yr-1

-9
0

9
0

1
8
0

-1
8
0

2
M

R
S 5

 E
eV

2
 E

eV

3-d dipole above 8 EeV:

(6.5
+1.3
�0.9)% at (↵, �) = (100

�
, �24

�
)

[22 of 30]

Observation of Dipolar anisotropy above 8 EeVObservation of Dipolar anisotropy above 8 EeV
Harmonic analysis in right ascension ↵

E [EeV] events amplitude r phase [deg.] P (� r)

4-8 81701 0.005+0.006
�0.002 80 ± 60 0.60

> 8 32187 0.047+0.008
�0.007 100 ± 10 2.6 ⇥ 10

�8

significant modulation at 5.2� (5.6� before penalization for energy bins explored)

 0.9
 0.92
 0.94
 0.96
 0.98

 1
 1.02
 1.04
 1.06
 1.08
 1.1

 0 60 120 180 240 300 360

N
or

m
al

iz
ed

 R
at

e

Right Ascension [deg]

data E>8 EeV
first harmonic

 

0.38

0.42

0.46

k
m

-2
 sr

-1
 y

r
-1

-90

90

360 0

 

0
.3

8

0
.4

2

0
.4

6

km-2 sr-1 yr-1

-9
0

9
0

1
8
0

-1
8
0

2
M

R
S 5

 E
eV

2
 E

eV

3-d dipole above 8 EeV:

(6.5
+1.3
�0.9)% at (↵, �) = (100

�
, �24

�
)

[22 of 30]

Combination of vertical and inclined showers
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2 EeV

gal. coordinates

(l,b) = (233�,�13�)

Expected if cosmic rays diffuse to Galaxy from 
sources distributed similar to near-by galaxies 
(Harari, Mollerach PRD 2015, 2016) 

Deflection of dipolar pattern due to  
Galactic magnetic field 

Strong indication for extragalactic origin
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Figure 11. 99% CL upper limits on dipole and quadrupole amplitudes as a function of the energy. Some generic anisotropy expectations from stationary Galactic
sources distributed in the disk are also shown for various assumptions on the cosmic-ray composition. The fluctuations of the amplitudes due to the stochastic nature
of the turbulent component of the magnetic field are sampled from different simulation data sets and are shown by the bands (see the text).
(A color version of this figure is available in the online journal.)

Table 3
Summary of the Dipolar Analysis (ℓmax = 1) Reported in Section 5.2,

Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E N r δ α UL
(EeV) (%) (◦) (◦) (%)

1–2 360132 1.0 ± 0.4 − 15 ± 32 342 ± 20 1.5
2–4 88042 1.6 ± 0.8 − 46 ± 28 35 ± 30 2.8
4–8 19794 2.7 ± 2.0 − 69 ± 30 25 ± 74 5.8
>8 8364 7.5 ± 2.5 − 37 ± 21 96 ± 18 11.4

simulation of showers. Both the systematic uncertainties asso-
ciated with the different interaction models and primary masses
and the statistical uncertainties related to the procedure used to
extract g1 and g2 constitute a source of systematic uncertainties
on the anisotropy parameters.

To quantify these systematic uncertainties, we repeated the
whole chain of analysis on a large number of modified data
sets. Each modified data set is built by randomly sampling the
coefficients αP , αρ, and βρ (or g1 and g2 when dealing with
geomagnetic effects) according to the corresponding uncertain-
ties and correlations between parameters through the use of a
Gaussian probability distribution function. For each new set of
correction coefficients, new sets of anisotropy parameters are
then obtained. The rms of each resulting distribution for each
anisotropy parameter is the systematic uncertainty that we as-
sign. Results are shown in Figure 10, in terms of the dipole
and quadrupole amplitudes as a function of the energy. Bal-
anced against the statistical uncertainties in the original analysis
(shown by the bands), it is apparent that both sources of system-
atic uncertainties have a negligible impact on each reconstructed
anisotropy amplitude.

7. UPPER LIMITS AND DISCUSSION

From the analyses reported in Section 5, upper limits on
dipole and quadrupole amplitudes can be derived at 99% CL
(see Appendices C and D). All relevant results are summarized
in Tables 3 and 4. The upper limits are also shown in Figure 11
accounting for the systematic uncertainties discussed in the
previous section: in the last two energy bins, the upper limits
are quite insensitive to the systematic uncertainties because all
amplitudes lie well within the background noise.

Below we illustrate the astrophysical interest of these upper
limits by calculating the anisotropy amplitudes expected in a toy
scenario in which sources of EeV cosmic rays are stationary,

Table 4
Summary of the Quadrupolar Analysis (ℓmax = 2) Reported in Section 5.3,
Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E λ+ β UL (λ+) UL (β)
(EeV) (%) (%) (%) (%)

1–2 2.0 ± 0.7 1.7 ± 0.6 3.0 2.9
2–4 5.0 ± 1.7 4.2 ± 1.3 6.3 6.1
4–8 1.6 ± 2.0 1.9 ± 1.8 10.0 9.4
>8 4.0 ± 3.4 3.9 ± 2.7 14.5 13.8

densely and uniformly distributed in the Galactic disk, and emit
particles in all directions.

Both the strength and the structure of the magnetic field in
the Galaxy, known only approximately, play a crucial role in
the propagation of cosmic rays. The field is thought to contain
a large-scale regular component and a small-scale turbulent
one, both having a local strength of a few microgauss (see,
e.g., Beck 2001). While the turbulent component dominates in
strength by a factor of a few, the regular component imprints
dominant drift motions as soon as the Larmor radius of cosmic
rays is larger than the maximal scale of the turbulences (thought
to be in the range 10–100 pc). We adopt in the following a
recent parameterization of the regular component obtained by
fitting model field geometries to Faraday rotation measures of
extragalactic radio sources and polarized synchrotron emission
(Pshirkov et al. 2011). It consists in two different components:
a disk field and a halo field. The disk field is symmetric with
respect to the Galactic plane and is described by the widely
used logarithmic spiral model with reversal direction of the
field in two different arms (the so-called BSS-model). The
halo field is anti-symmetric with respect to the Galactic plane
and purely toroidal. The detailed parameterization is given in
Pshirkov et al. (2011) (with the set of parameters reported in
Table 3). In addition to the regular component, a turbulent field
is generated according to a Kolmogorov power spectrum and is
pre-computed on a three-dimensional grid periodically repeated
in space. The size of the grid is taken as 100 pc, so as the
maximal scale of turbulences, and the strength of the turbulent
component is taken as three times the strength of the regular one.

To describe the propagation of cosmic rays with energies
E ! 1 EeV in such a magnetic field, the direct integration of
trajectories is the most appropriate tool. Performing the forward
tracking of particles from Galactic sources and recording those
particles which cross the Earth is, however, not feasible within
a reasonable computing time. So, to obtain the anisotropy of

16

(Auger, ApJ 203, 2012, 
Giacinti et al. JCAP 2012, 2015)

Simulation: Sources in galactic plane
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Fe
Transition energy ~1018 eV
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17 July 2017                                   J.N. Matthews                              35th ICRC, Busan, S.Korea 38

(D=20Mpc)

Virgo Cluster
(D=20Mpc)

Nearby Galaxy Clusters
Ursa Major Cluster

Perseus-Pisces
Supercluster
(D=70Mpc)

Eridanus
Cluster
(D=30Mpc)

Fornax Cluster
Centaurus
Supercluster (D=60Mpc)

Huchra, et al, ApJ, (2012)
Dots : 2MASS catalog Heliocentric velocity <3000 km/s (D<~45MpC)

TA hotspot is found near the Ursa Major Cluster
TA & PAO see no excess in the direction of Virgo.
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Hotspot with 9 years data

With original 20° oversampling, spot looks 
larger…. Thus, scan over 15°, 20°, 25°, 30°, 
& 35°

With  25° oversampling, significance 
maximum 3V

(Matthews, ICRC 2017)
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The Centaurus A region

4 

!  Compare the cumulative number of observed (nobs) events with the expected on average 
from isotropic simulations (nexp)  

!  Compute the cumulative binomial probability (P)  to measure nobs  given <nexp> 

!  Scan in parameters: 
     

 (degree)s
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 (E
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)
thE
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-510

-410

-310

-210
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1 Largest excess
Eth = 58 EeV, Ψ = 15° 
nobs = 19, nexp = 6.0
P ~ 1.1 × 10-5

(fraction of isotropic simulations  that   
 have a smaller probability under the   
 same scan) 

Post-trial probability 
~ 1.1 × 10-3 

Eth  in [40; 80] EeV in steps of 1 EeV 
Ψ   in [1°; 30°] in steps of 0.25° up to 5°, 1° for larger angles 

preliminary

Region of secondary 
minima above ~40 EeV 

(Giaccari  ICRC 2017)
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6 

Gamma-ray Sources
Active Galactic Nuclei  
 
-  Selected from 2FHL Catalog (Fermi-LAT, 360 sources):  
     Φ(> 50 GeV) ---> proxy for UHECR flux 
-   Selection of the 17 objects within 250 Mpc 
-   Majority blazars of BL-Lac type and radio-galaxies of FR-I type 

Star-forming or Starburst Galaxies 
 
Use of Fermi-LAT search list for star-formation objects (Ackermann+ 2012) 
 
-  63 objects within 250 Mpc, only 4 detected in gamma rays:  
    correlated Φ(> 1.4 GHz) ---> proxy for UHECR flux 
-   Selection of brightest objects (flux completeness) with Φ(> 1.4 GHz) > 0.3 Jy 
-  23 objects, size similar to the gamma-ray AGN sample 

Assumption UHECRs flux proportional to non thermal photon flux 
9 

Best-fit parameters
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Post-trial probability 
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Maps for the best-fit parameters
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Figure 8:

Schematic representation of magnetized regions intervening in UHECR propagation. Their

approximative characteristic length scales are indicated in grey.

flux of secondary particles (pioneered by Berezinsky & Gazizov 1993). Numerical Monte-

Carlo methods are best suited to model inhomogeneous distribution of sources, calculate

secondary emissions, and treat the complex processes intervening in the propagation of

nuclei in the intergalactic medium. Among the existing propagation codes that have been

developed for this purpose, one might refer to the public code CRPropa (Armengaud et al.

2007) and to the complete nuclei propagation tool by Allard et al. (2006).

The calculated spectra are in very good agreement with the observed spectra for a variety

of chemical compositions, Galactic to extragalactic transition models, source evolution his-

tories, and injection spectrum indices between 1.6� 2.7, for a fixed maximum acceleration

energy, Emax (see, e.g., Figure 2). Kachelriess & Semikoz (2006) demonstrate that relaxing

the assumption of a single maximum acceleration energy and introducing a power-law dis-

tribution of Emax leads to a change in the overall propagated spectrum slope. A key region

for models to fit is the ankle around a few EeV where the spectral slope changes (see Section

4). The precise shape of the GZK feature depends on the local source density and on the

transient or continuously emitting natures of the sources (see, e.g., Aloisio & Boncioli 2010;

Berezinsky et al. 2006; Blasi et al. 1999; Medina Tanco 1998; Miralda-Escudé & Waxman

1996). For instance, if Emax � 100 EeV a recovery of the spectrum at high energies can be

observed by future detectors.

3.2 The e↵ects of Magnetic fields

The absence of powerful astrophysical counterparts in the arrival directions of UHECRs

is probably related to the e↵ect of cosmic magnetic fields that deflect and delay particles

during their propagation. Charged particles are subject to the influence of magnetic fields

14 Kotera & Olinto
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(b) Composition at Earth

FIG. 2: Spectrum and composition at Earth. Dots are data from the Pierre Auger Observatory [10, 32], error bars denote
the statistical uncertainties and the shaded boxes in the red figure illustrate the experimental systematic uncertainties of the
composition. The composition estimates are based on an interpretation of air shower data with Epos-LHC. The lines denote
the predictions of our model.

source parameters
power law index of injected nuclei � fix -1
mass number of injected nuclei A1 free 28
maximum energy Ep

max free 1018.5 eV
cosmic ray power density, E ° 1017.5 eV

.
✏17.5 free 8.2 ˆ1044 erg

Mpc3 yr

evolution ⇠pzptqq fix star formation rate [37]

source environment
energy of maximum of photon field density "0 fix 50 meV
power law index of photon spectrum (" † "0) ↵ fix ` 5

2
power law index of photon spectrum (" • "0) � fix ´2
power law of escape length � fix ´1
ratio of interaction and escape time RFe

19 free 275

propagation to Earth
infra-red photon background – fix Kneiske04 [36]

spectrum of Galactic cosmic rays
power law index at Earth �gal free -4.2
mass number of Galactic nuclei Agal fix 56
flux fraction at 1017.5 eV fgal free 56%

TABLE I: Parameters of the fiducial model.

from Kaskade-Grande [38].

The resulting fit is shown in comparison to data in
Fig. 2. There is a good overall agreement between the
model and the data. The shape of the spectrum is de-
scribed well, including the ankle and the flux suppres-
sion. The model also qualitatively reproduces the in-
crease of the average logarithmic mass with energy and

the decrease of its variance. Normalizing this model to
the observed flux at Earth, we infer a comoving energy
injection rate in CRs at z “ 0 and above 1017.5 eV of
.
✏17.5 “ 8.2 ˆ 1044 erg

Mpc3 yr .

The neutrino signals of our model are shown in Fig. 3.
Details of the calculation are given in Appendix C. The
predicted anti-neutrino flux from neutron �-decay agrees

(Unger et al. 2015)

(Globus et al. 2015)

(Fang & Murase 2017)

• Complicated and unexpected picture of UHECR emerging 
(More composition and anisotropy data needed) 

• Source models have to be more sophisticated than simple power laws 
(environment+escape, local large-scale structure, different sources)


• Multi-messenger data crucial for model building 

• Further progress in modeling hadronic interactions 
required for reliable composition studies 

• Auger and TA: 
- independent analyses

- joint working groups

- very productive interaction

(Taylor et al. 2015)

(Aloisio et al. 2014)

(Zhang et al. 2017)
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FIG. 7. Constraints on the isotropic equivalent radiation lu-
minosity L�iso and Lorentz factor � for nuclei with various
chemical species with energy EA = 1020 eV to survive in the
internal shock region. The upper panel corresponds to the en-
ergy loss time scales and the lower panel corresponds to the
interaction time scales. We assume the radius where internal
shock taking place is R ' 1.2⇥1015 cm and the break energy
of prompt emission is "b = 500 eV in the jet comving frame.

energy can escape from the sources, and the spectrum
of escaping particles at given time is essentially approx-
imated by a delta function. In this work, for simplicity,
we extrapolate the results of the non-relativistic di↵usive
shock acceleration theory, where we use the following ex-
pression for the spectrum of escaping cosmic rays with
sacc = 2 as the injection spectrum of UHECRs,

dNA0

dE0 = fA0J0exp


�ln2

✓
E

0

ZE0
p,max

◆�
, (7)

where fA0 is the number fraction of nuclei with mass
number A0, J0 is the normalization parameter which de-
pends on the radiation luminosity and ZE

0
p,max is the

CR maximum acceleration energy. Note that the instan-
taneous spectrum of CRs escaping from the sources does
not have to be a power-law function that is used in most

FIG. 8. The GRB luminosity function used in this work. The
parameters for LL GRBs are LLL

min = 1046 erg s�1, LLL

max =
1049 erg s�1, LLL

b = 1047 erg s�1, ↵LL

1 = 0.0, ↵HL

2 = 3.5, and
the parameters for HL GRBs are LHL

min = 1049 erg s�1, LHL

max =
1054 erg s�1, LHL

b = 1052.35 erg s�1, ↵HL

1 = 0.65, ↵HL

2 = 2.3
[35]. Schematically we indicate that the UHECRs in LL GRBs
have a composition dominated by nuclei, while HL GRBs are
likely to have a proton-rich or mixed composition.

of the previous works. However, for the completeness,
we also considered cases with power-law spectra, and we
find that the Auger data can also be well fitted by a hard
power-law spectral index. See the next section for details.

IV. PROPAGATION AND RESULTS

A. Propagation

We numerically propagate UHECR nuclei using the
publicly available Monte Carlo code CRPropa 3. CR-
Propa [94] is one of the state-of-the-art numerical simu-
lation frameworks that enable us to propagate UHECR
nuclei in the intergalactic space taking into account var-
ious energy loss processes, such as the photomeson pro-
duction process for protons and neutrons, the photodis-
integration process for heavy nuclei, the Bethe-Heitler
process which can be treated as continuous energy loss
process, and adiabatic energy losses due to the expan-
sion of the universe [53]. The background photons are
mainly composed of the CMB and extragalactic back-
ground light (EBL) photons, and the latter is important
for the photodisintegration process of UHECR nuclei in
the lower energy range. In this work, we adopt a semi-
analytic EBL model by Ref. [95].

The observed flux of UHECR nuclei with A at Earth
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FIG. 12. Same as Fig. 9 but for model Si-R 2. The maximum
acceleration energy is ZE0

p,max = 1018.2ZL�iso,47
1/2 eV and

�E = 0.14.

QUHECR = ⇠CRescE�iso⇢LL0 , where ⇠CResc is the CR load-
ing factor defined for escaping CRs. We find ⇠CResc has
a value in the range of ⇠ (10� 20) E�iso,50, assuming the
local event rate of LL GRBs to be ⇢LL0 ⇠ 200 Gpc�3 yr�1

as suggested by Ref. [37]. Note that the derived ⇠CResc

is only the lower limit since most of cosmic rays are con-
fined in the sources, and the CR loading factor defined
for the total energy of accelerated CRs [96] is larger. For
a sacc = 2 spectrum of accelerated cosmic rays, this im-
plies ⇠CRacc ⇠ 100 � 200, which is consistent with the

FIG. 13. Same as Fig. 9 but for model Si-R 3. The maximum
acceleration energy is ZE0

p,max = 1018.2ZL�iso,47
1/2 eV and

�E = 0.14.

previous work [15].

C. Discussion

To discuss e↵ects of di↵erent possibilities of particle es-
cape, we also consider a power-law spectrum of escaping

(Zhang et al. 1712.09984)
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FIG. 16. Same as Fig. 12 but with HL GRB contribution
added. The maximum acceleration energy is ZE0

p,max =

1018.2ZL�iso,47
1/2 eV and �E = 0.14.

tion assuming the proton composition for the HL GRBs
and the LL GRB duration 100 times longer than the HL
GRB duration. The main results are una↵ected with the
luminosity function used in this work. If the composi-
tion for the HL GRBs is proton-dominated, the model
predicts that the composition changes at the highest en-
ergies, ⇠ 1020.2 eV.

V. CONNECTION TO THE ICECUBE
NEUTRINOS

Murase et al. [40] suggested that LL GRBs can be
the dominant sources of IceCube’s neutrinos (see also
[99, 100]). Interestingly, one of the predictions for a low
Lorentz factor of � = 5 is compatible with the IceCube
data above ⇠ 0.1 PeV [50], and the medium-energy neu-
trinos could be explained by their choked jet contribution
that can be more abundant [50]. The di↵use neutrino
flux from high-energy nuclei can be estimated using the
simple analytic formula [31],

E
2
⌫�⌫ ⇡ c

4⇡H0

3

8
⇠zfsupmin[1, fp�(EA/A)fA�(EA)

+ fmes(EA)(1� fA�(EA))]E
2
A
dNA

dEA
⇢
LL
0

⇠ 2⇥ 10�8 GeV cm�2 s�1 sr�1min[1, fp� ]fsup

⇥
✓
⇠CR/R

1

◆✓
⇠z

3

◆✓
E iso
rad

1050 erg

◆✓
⇢
LL
0

200 Gpc�3 yr�1

◆
,(10)

where the factor ⇠z includes the contribution from high-
redshift sources and fsup taking into account the possi-
ble e↵ect due to meson and muon cooling. High-energy
neutrinos from LL GRBs can be produced by the pho-
tomeson production by nuclei (with the e↵ective optical
depth fmes) and by secondary nucleons (with the e↵ec-
tive optical depth fA�(EA/A)) [15], and we have used a
rough relationship fp� ⇠ fmes considering that the pho-
tomeson production cross section is roughly proportional
to A. We can see that it is possible for the observed LL
GRBs to account for the di↵use neutrino flux observed
by IceCube, ⇠ 3 ⇥ 10�8 GeV cm�2 s�1 sr�1 if fp� ⇠ 1.
Note that fp� ⇠ 1 implies that nuclei are destroyed and
the resulting neutrino flux violates the nucleus-survival
bound [31]. This implies that the di↵use UHECR flux
and neutrino flux can be explained by LL GRBs in the
multizone model, where neutrinos come from inner radii
and UHECRs originate from outer radii [101, 102].

We also predict the flux of cosmogenic neutrinos which
are produced during the propagation of UHECR nuclei in
the intergalactic space due to the interaction with CMB
and EBL photons. The cosmogenic neutrino flux is es-
timated to be E

2
⌫�(E⌫) ⇠ 10�10 GeV cm�2 s�1 sr�1.

Note that this flux of the cosmogenic neutrinos is nearly
one or two orders lower than the prediction of the pro-
ton dominated scenario (e.g., [103–106]), so the detec-
tion would require ultimate neutrino detectors such as
GRAND [107]. On the other hand, the possible con-
tribution from HL GRBs may enhance the cosmogenic
neutrino flux if their composition is dominated by pro-
tons, in which the neutrino signals may be detected by
future neutrino detectors such as ARA [108] and ARI-
ANNA [109].

LL GRBs and Si rich progenitor LL and HL GRBs

interaction time
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Fig. 10 [Left Panel] Fluxes of neutrinos in the case of the dip model. The three di↵erent

fluxes correspond to di↵erent assumptions on the cosmological evolution of sources (from

bottom to top): no evolution (red), SFR (green) and AGN (blue), coloured bands show the

uncertainties due to the EBL model [33–35]. Thin solid lines are neutrino fluxes obtained

taking into account the sole CMB field. [Right Panel] Neutrino fluxes in the case of mixed

composition (as shown in figure 7 left panel) with the same color code of left panel. Exper-

imental points are the observation of IceCube on extra-terrestrial neutrinos [138, 139] and

the Auger limits on neutrino fluxes [13]. Figures taken from [36].

in figure 10 show the uncertainties connected with the EBL background [33–35]. Another

important uncertainty in the expected neutrino flux comes from the contribution of UHECR

sources at high red-shift. Given the energy losses su↵ered by UHE protons and nuclei, sources

at red-shift larger than z > 1 can be observed only in terms of cosmogenic neutrinos [36,

133, 134]. Therefore a lack in the UHE neutrino flux could also be accommodated invoking

a lack of sources at high red-shift.

3.3.2. Gamma rays. While neutrinos reach the observer without being absorbed, high

energy photons and electrons/positrons colliding with astrophysical photon backgrounds

(CMB and EBL) produce electromagnetic cascades (EMC) through the processes of

pair production (PP, � + �CMB,EBL ! e+ + e�) and Inverse Compton Scattering (ICS,

e + �CMB,EBL ! � + e). While PP is characterised by a threshold the ICS process does

not. From this simple observation follows that once a cascade is started by a primary pho-

ton/electron/positron it develops since the energy of photons produced by ICS are still above

the PP threshold. The final output of the cascade, i.e. what is left behind when the cascade

is completely developed, is a flux of low energy photons all with energies below the PP

threshold.

The two astrophysical backgrounds CMB and EBL against which the EMC develops are

characterised by typical energies ✏CMB ' 10�3 eV and ✏EBL ' 1 eV. Hence, the typical

threshold energy scale for pair-production will be respectively9 ECMB = m2
e/✏CMB = 2.5 ⇥

1014 eV and EEBL = m2
e/✏EBL = 2.5 ⇥ 1011 eV. The radiation left behind by the cascade

will be restricted to energies below EEBL.

9 Numerical values quoted here should be intended as reference values being background photons
distributed over energy and not monochromatic.
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e + �CMB,EBL ! � + e). While PP is characterised by a threshold the ICS process does

not. From this simple observation follows that once a cascade is started by a primary pho-

ton/electron/positron it develops since the energy of photons produced by ICS are still above

the PP threshold. The final output of the cascade, i.e. what is left behind when the cascade

is completely developed, is a flux of low energy photons all with energies below the PP

threshold.

The two astrophysical backgrounds CMB and EBL against which the EMC develops are

characterised by typical energies ✏CMB ' 10�3 eV and ✏EBL ' 1 eV. Hence, the typical
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(Aloisio et al. JCAP 2015) (Ahlers,  Heinze et al.)
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Complementarity 
Cosmic ray flux local

Neutrino flux from large distances

GZK neutrinos probe E > 1020 eV


Very low neutrino flux likely 
Nuclei with small GZK losses?

Negative evolution of sources?

Local overdensity?

m = 5

m = 3.5

m = 0



Summary: non-trivial picture of cosmic rays is emerging
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FIG. 4: Scaled particle flux per energy interval from direct and indirect measurements (see Tab. II). Solid markers show direct
measurements of the leading elements proton (red), Helium (yellow), oxygen (gray), and iron (blue). Open markers show
indirect measurements of the total flux. Error bars indicate the quadratic sum of statistical and systematic uncertainties. All
data points are adjusted to the common energy scale E in this plot, using Eq. 3 and the factors from Fig. 8. Lines and error
bands repesent the GSF fit; total flux (thick solid, black), proton flux (thin solid, red), helium flux (dashed, yellow), flux from
oxygen group (gray, dash-dotted), flux from iron group (blue, dotted). The flux from elemental iron is smaller than the flux of
the iron group, analog for oxygen, as explained in Fig. 2 and the text.

therefore the nucleon flux is proportional to the . We find
approximately aligned structures at the knee, the second
knee, and at the final cut-o↵. The model by Gaisser et
al. [5] starts from the assumption that these structures
exist.

We find that the total nucleon flux, which is used as
input for the other calculations in the rest of the paper,
is largely dominated by the proton and helium contribu-
tion. The derived nucleon flux therefore is nearly inde-
pendent of the assumed elemental flux ratios in Tab. I.

D. Interpretation and usage of the covariance
matrix

The covariance matrix C of the spline parameters aLk

quantifies the remaining uncertainty of the fit result,
which originates from uncertainties in the data or a lack
thereof. Since we combine statistical and systematic un-
certainties in the fit, uncertainty intervals constructed
from C do not have coverage, which means that we can-
not compute a chance probability for a particular devia-

tion that we see. Nevertheless, we can still consistently
express deviations in units of standard deviations com-
puted from the covariance matrix.
Uncertainty bands around the fit are computed as fol-

lows.

1. Compute the flux J(E) according to Eq. 8 at some
discrete energies Ei.

2. Compute the covariance matrix D for the discrete
flux values Ji(Ei) via uncertainty propagation from
the covariance matrix C of the spline parameters,

Dij = cov[Ji, Jj ] =
X

kl

@Ji
@ak

@Jj
@al

Ckl, (14)

here k and l run over the amplitudes of all lead-
ing elements sequentially. The Jacobian @Ji/@ak
can be computed analytically, by computing the
derivates of Eqs. 7-8.

3. The point-wise uncertainty interval is (Ji ±
p
Dii).

Similarly, the deviation of another flux J 0 from the
GSF flux J in units of standard deviations is, assuming

- Many deviations from straightforward power-law model found (subject to exp. uncertainties) 
- None of these key features satisfactorily understood 
- Increasing number of very detailed models covering wide range of energies 
- Multi-messenger data of fundamental importance to make progress
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TA SD (~3000 km2):  Quadruple area
Approved in Japan 2015 
500 scintillator SDs
2.08 km spacing
3 yrs construction, first 173 SDs have 
arrived in Utah for final assembly, next 77 
SD to be prepared at Akeno Obs. (U.Tokyo) 
2017‐08 and shipped to Utah 

2 FD stations (12 HiRes Telescopes)  
Approved US NSF 2016
Telescopes/electronics being prepared at 
Univ. Utah
Site construction underway at the 
northern station. 

Get 19 TA‐equiv years of SD data by 2020
Get 16.3 (current) TA years of hybrid data

TAx4 Project

(Kido, Matthews ICRC 2017)



Upgrade of Auger Observatory: AugerPrime
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Scintillator (3.8 m2)

Complementarity of particle response used  
to discriminate em. and muonic components

100% duty cycle

Scintillation detector (SSD)
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Sµ,WCD = aSWCD + bSSSD

Sem,WCD = cSWCD + d SSSD

(AugerPrime design report 1604.03637)(Martello, ICRC 2017)



Status and plans for AugerPrime

55

2016-09-15: first station in field

Deployment fast: ~ 5 -10 stations per day
Engineering Array: 12 stations
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2016: engineering array 
2018-19: deployment 
2019-25: data taking (40,000 km2 sr yr) 

Composition measurement at 1020 eV 
Composition selected anisotropy studies 
Particle physics with air showers

The Engineering Array

Event reconstructed with standard stations. The 
signals of the updated stations is shown (red). The 
SSD signal is shown just for reference (blue) 

15

Near the core is dominant the e.m. component.

ICRC2017 Busan D. Martello  

Lateral Profile

Ratio em. to total signal
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Figure 2: Integral upper limit (at 90% C.L.) for a diffuse neutrino flux of UHE dN/dEn = kE�2 given as
a normalization, k, (straight red line), and differential upper limit (see text). Limits are quoted for a single
flavor assuming equal flavor ratios. Similar limits from ANITAII [8] and IceCube [9] are displayed along
with prediction for several neutrino models (cosmogenic [10, 11, 12], astrophysical [13].)

3.2 Limits to point-like sources of UHE neutrinos

The Earth-skimming channel is very effective at converting the tau neutrinos into exiting tau
leptons when the arrival direction is very close to the horizontal. It can be shown that over 90%
(⇠ 100%) of the ES exposure is obtained for zenith angles between 90� and 92.5� (95�). As a result
the sky coverage provided by these interactions reaches declinations between �54.5� and 59.5�.
The DG selections enhance the visible declination band towards the south all the way to �84.5�

covering a large fraction of the sky. The exposure as a function of zenith can be converted to an
average exposure for a given declination integrating in right ascension. It displays strong peaks for
the ES selection close to two extreme declinations apparent in the obtained bounds.

The non-observation of neutrino candidates is cast into a bound on point sources which is
calculated as a function of declination, d , also assuming a flavor ratio of 1:1:1. The results are
displayed in Fig. 3, for the first time combining the three searches and for data that have an increase
of about seven years of full exposure over previous results [15].

3.3 Targeted searches for correlations with the GW events

The reported detection of gravitational wave events produced by bynary Black Hole (BH)
mergers by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events
that would complement these observations. BH mergers could accelerate cosmic rays to the high-
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Figure 2: Integral upper limit (at 90% C.L.) for a diffuse neutrino flux of UHE dN/dEn = kE�2 given as
a normalization, k, (straight red line), and differential upper limit (see text). Limits are quoted for a single
flavor assuming equal flavor ratios. Similar limits from ANITAII [8] and IceCube [9] are displayed along
with prediction for several neutrino models (cosmogenic [10, 11, 12], astrophysical [13].)

3.2 Limits to point-like sources of UHE neutrinos

The Earth-skimming channel is very effective at converting the tau neutrinos into exiting tau
leptons when the arrival direction is very close to the horizontal. It can be shown that over 90%
(⇠ 100%) of the ES exposure is obtained for zenith angles between 90� and 92.5� (95�). As a result
the sky coverage provided by these interactions reaches declinations between �54.5� and 59.5�.
The DG selections enhance the visible declination band towards the south all the way to �84.5�

covering a large fraction of the sky. The exposure as a function of zenith can be converted to an
average exposure for a given declination integrating in right ascension. It displays strong peaks for
the ES selection close to two extreme declinations apparent in the obtained bounds.

The non-observation of neutrino candidates is cast into a bound on point sources which is
calculated as a function of declination, d , also assuming a flavor ratio of 1:1:1. The results are
displayed in Fig. 3, for the first time combining the three searches and for data that have an increase
of about seven years of full exposure over previous results [15].

3.3 Targeted searches for correlations with the GW events

The reported detection of gravitational wave events produced by bynary Black Hole (BH)
mergers by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events
that would complement these observations. BH mergers could accelerate cosmic rays to the high-
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Photon and neutrino limits at ultra-high energy
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Conclusions

I The search for photons and neutrino in the TA SD 9 years
data is performed with the multivariate analysis method.

I Photon and down-going neutrino diffuse flux limits above
1018.0 eV are presented.
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Conclusions

I The search for photons and neutrino in the TA SD 9 years
data is performed with the multivariate analysis method.

I Photon and down-going neutrino diffuse flux limits above
1018.0 eV are presented.
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Figure 2: Integral upper limit (at 90% C.L.) for a diffuse neutrino flux of UHE dN/dEn = kE�2 given as
a normalization, k, (straight red line), and differential upper limit (see text). Limits are quoted for a single
flavor assuming equal flavor ratios. Similar limits from ANITAII [8] and IceCube [9] are displayed along
with prediction for several neutrino models (cosmogenic [10, 11, 12], astrophysical [13].)

3.2 Limits to point-like sources of UHE neutrinos

The Earth-skimming channel is very effective at converting the tau neutrinos into exiting tau
leptons when the arrival direction is very close to the horizontal. It can be shown that over 90%
(⇠ 100%) of the ES exposure is obtained for zenith angles between 90� and 92.5� (95�). As a result
the sky coverage provided by these interactions reaches declinations between �54.5� and 59.5�.
The DG selections enhance the visible declination band towards the south all the way to �84.5�

covering a large fraction of the sky. The exposure as a function of zenith can be converted to an
average exposure for a given declination integrating in right ascension. It displays strong peaks for
the ES selection close to two extreme declinations apparent in the obtained bounds.

The non-observation of neutrino candidates is cast into a bound on point sources which is
calculated as a function of declination, d , also assuming a flavor ratio of 1:1:1. The results are
displayed in Fig. 3, for the first time combining the three searches and for data that have an increase
of about seven years of full exposure over previous results [15].

3.3 Targeted searches for correlations with the GW events

The reported detection of gravitational wave events produced by bynary Black Hole (BH)
mergers by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events
that would complement these observations. BH mergers could accelerate cosmic rays to the high-
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3.2 Limits to point-like sources of UHE neutrinos

The Earth-skimming channel is very effective at converting the tau neutrinos into exiting tau
leptons when the arrival direction is very close to the horizontal. It can be shown that over 90%
(⇠ 100%) of the ES exposure is obtained for zenith angles between 90� and 92.5� (95�). As a result
the sky coverage provided by these interactions reaches declinations between �54.5� and 59.5�.
The DG selections enhance the visible declination band towards the south all the way to �84.5�

covering a large fraction of the sky. The exposure as a function of zenith can be converted to an
average exposure for a given declination integrating in right ascension. It displays strong peaks for
the ES selection close to two extreme declinations apparent in the obtained bounds.

The non-observation of neutrino candidates is cast into a bound on point sources which is
calculated as a function of declination, d , also assuming a flavor ratio of 1:1:1. The results are
displayed in Fig. 3, for the first time combining the three searches and for data that have an increase
of about seven years of full exposure over previous results [15].

3.3 Targeted searches for correlations with the GW events

The reported detection of gravitational wave events produced by bynary Black Hole (BH)
mergers by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events
that would complement these observations. BH mergers could accelerate cosmic rays to the high-
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Physics reach: composition-enhanced anisotropy

Modified Auger data set 
(E > 4x1019 eV, 454 events,  
ApJ 804 (2015)15 ) 

Xmax assignment according to  
maximum rigidity scenario 

10% protons added, half of 
which from within 3° of AGNs
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52 CHAPTER 3. EXPECTED PHYSICS PERFORMANCE

Figure 3.20: Arrival distribution and angular correlation of cosmic rays of the modified Auger
data set (black circles) with AGNs of the Swift-BAT catalog [141] (stars). Shown are events with
E > 4⇥1019 eV. The top row of plots show the complete data set (454 events), the middle row the
selection deprived of light elements (326 events), and the bottom row the proton-enriched selection
(128 events).

all 454 events

proton depleted 
data set (326)

proton enhanced 
data set (128)
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Physics reach: generic composition-enhanced anisotropy

Generic source correlation study: 75% of the protons in the data correlate 
with sources, sources+correlation radius cover piso of sky (folded with exposure)
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Figure 3.19: Expected correlation of the observed arrival direction distribution with a source catalog
and selection criteria characterized by piso (see text) to a given proton fraction in the data. The upper
row shows the scenario in which 100% of all protons are correlated with the sources of the catalog.
The middle and lower rows are calculated for 75% and 50%, respectively. The plots on the left hand
side are showing the correlation expected for the current surface array, and the ones on the right hand
side for the upgraded array, both calculated for the same exposure. The white lines show the 1s to
9s thresholds from left to right.
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE � Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary
In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.
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Figure 2.8: Left: Mean number of muons Rµ relative to that of proton reference showers, and depth
of shower maximum at 1019 eV. The Auger data point [26], where the muon number is derived from
inclined showers, is compared with predictions obtained from different interaction models. Right:
Muon discrepancy [25] observed in showers of 1019 eV. Shown are the phenomenological scaling
factors RE and Rµ for the primary energy and the hadronic (primarily muonic) component of the
shower that would be needed to bring a model calculation into agreement with Auger data, see text.

at the same time as the Auger measurement was published. An unexpected, rapid increase
of the cross section directly above the LHC energy is not evident.

The muonic component of air showers is sensitive to hadronic particle interactions at
all stages in the air shower cascade, and to many properties of hadronic interactions such
as the multiplicity, elasticity, fraction of neutral secondary pions, and the baryon-to-pion
ratio [71, 94]. Currently the number of muons can only be measured indirectly [95] except
at very large lateral distances [68, 96] and in very inclined showers [26, 97], where muons
dominate the shower signal at ground level, and for which the electromagnetic component
due to muon decay and interaction is understood [98].

Results on muon number of showers  
still not understood, important effect 
missing in models?

(Auger Collab. Phys. Rev. D91, 2015 & ICRC 2015)

Example of power of upgraded detectors
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Figure 2.15: Discrimination power of the event-by-event correlation between the muonic signal at
ground and the depth of shower maximum Xmax [82]. Left panel: Relative number of muons at
1000 m from the shower core and Xmax for EPOS 1.99 and QGSJET II.04 and modified versions of
it (see text). The Auger data are also shown as derived from showers of 1019 eV with zenith angles
smaller (larger) than 60�. Right panel: Mean shower-by-shower correlation of the number of muons
and Xmax for different exotic interaction model scenarios. The scenarios are CSR – chiral symmetry
restoration, PPS – pion production suppression, PDS – pion decay suppression, and PPS-HE – pion
production suppression at high energy [122].
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Figure 2.16: Expected sensitivity on the flux of photons and neutrinos. In addition to the conservative
estimates based on the increase of statistics, also the projected photon sensitivity for the ideal case of
being able to reject any hadronic background due to the upgraded surface detector array is shown.

• The statistics of the events available for determining the limits will triple relative to the
data collected by the end of 2012.

• In 2013 two new trigger algorithms (ToTd and MoPS) have been added to the local sta-
tion software of the water-Cherenkov stations to lower the trigger threshold, in partic-
ular for signals dominated by the electromagnetic component. As a result, there will be
more stations contributing to the typical shower footprint, improving the reconstruc-
tion and, for example, photon/hadron separation at low energies in particular. New
station electronics, as foreseen for the upgrade (see Sec. 4.3), will allow us to improve
the triggering algorithms further.
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ground and the depth of shower maximum Xmax [82]. Left panel: Relative number of muons at
1000 m from the shower core and Xmax for EPOS 1.99 and QGSJET II.04 and modified versions of
it (see text). The Auger data are also shown as derived from showers of 1019 eV with zenith angles
smaller (larger) than 60�. Right panel: Mean shower-by-shower correlation of the number of muons
and Xmax for different exotic interaction model scenarios. The scenarios are CSR – chiral symmetry
restoration, PPS – pion production suppression, PDS – pion decay suppression, and PPS-HE – pion
production suppression at high energy [122].
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Figure 2.16: Expected sensitivity on the flux of photons and neutrinos. In addition to the conservative
estimates based on the increase of statistics, also the projected photon sensitivity for the ideal case of
being able to reject any hadronic background due to the upgraded surface detector array is shown.

• The statistics of the events available for determining the limits will triple relative to the
data collected by the end of 2012.

• In 2013 two new trigger algorithms (ToTd and MoPS) have been added to the local sta-
tion software of the water-Cherenkov stations to lower the trigger threshold, in partic-
ular for signals dominated by the electromagnetic component. As a result, there will be
more stations contributing to the typical shower footprint, improving the reconstruc-
tion and, for example, photon/hadron separation at low energies in particular. New
station electronics, as foreseen for the upgrade (see Sec. 4.3), will allow us to improve
the triggering algorithms further.

Correlations between 
Xmax and muon density

(Allen & Farrar, 1307.7131)
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3. Installation of small PMT in water-Cherenkov  
    detectors for increasing dynamic range: 
    typical lateral distance of saturation reduced  
    from ~500 m (E > 1019.5 eV) to 300 m
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Figure 3.3: Resolution of Xmax reconstructed from data of the water-Cherenkov detectors only. The
same simulated events have been reconstructed using the signal trace without saturation effects (un-
saturated traces) and with saturation (saturated traces). If the saturated station is at a distance of more
than 300 m the resolution of the reconstructed Xmax can be improved considerably by increasing the
dynamic range of the detectors.

will increase the dynamic range from about 600 VEM to more than 30,000 VEM (for details
see Sec. 4.4.1). With the new configuration we expect less than 2% of saturated events at
the highest energies. The distribution of the expected signals as a function of the distance
between the shower axis and the closest station is shown in Fig. 3.2 (right). The predicted
measured signals for the current PMTs (colored filled circles) and for the SPMT (black circles)
were obtained from CORSIKA simulations of air-showers induced by primary protons with
an energy between 3 and 100 EeV. The increased dynamic range will allow measurement of
complete signals at a distance as close as 300 m from the core. The signal variance in the
extended dynamic range interval will be reduced significantly, being dominated by the cal-
ibration uncertainties of 6%. Event selections based on cuts in energy will be more accurate
and flux corrections of the energy spectrum due to resolution-dependent migrations will be
smaller.

Another example of the importance of measuring the signal traces close to the shower
core is shown in Fig. 3.3. In this simulation study the resolution of the universality recon-
structed Xmax is shown reconstructing the same events twice, once with saturated stations as
one would have with the current surface detector, and once with increased dynamic range
preventing any saturation of the time traces. The resolution of the reconstructed Xmax is sig-
nificantly worse for showers with a saturated station close to the core. It should be noted
that the gain of information by having non-saturated traces is, however, limited to distances
larger than 300 m. At smaller distances the uncertainty of the core position limits the useful-
ness of the measured signal.

3.2.2 Angular and energy resolution

The energy resolution of the surface detector can be retrieved from the events used for the
energy cross-calibration, i.e. events with coincident measurements by the FD and the SD [32,
139]. It is illustrated in Fig. 3.4 (left) for different energy thresholds. Above 10 EeV the energy
resolution is 12%, with contributions from the detector resolution, reconstruction algorithms

2. Installation of new electronics (additional channels, 40 MHz -> 120 MHz, better GPS timing)

5. Increase of FD exposure by ~50% 
   (lowering HV of PMTs)

4. Cross checks of upgraded detectors with  
    direct muon detectors shielded by 2.3 m 
    of soil (AMIGA, 750 m spacing,  
    61 detectors of 30 m2, 23.4 km2)

1. Installation of 1700 scintillation detectors (3.8 m2, 1cm thick)

(AugerPrime 1604.03637)


