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The LHC and CMS
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LHC
27 km

100 m under ground

𝐬 = 7, 8 and 13 TeV

Superconducting 

magnets

CERN

CMS

The Large hadron collider at CERN
High energy proton collisions + high luminosity
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The Compact Muon Solenoid (CMS)
Particle detector with layered cylindrical structure
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LHC data-taking
Schedule of the LHC over the past and future years

Run-2 Run-3 Phase-2
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Run-2 has finished!



Pileup grows over the years!
Average growing close to 40 interactions 
per bunch crossing in Run-2.

We can handle this, and more in the 
future!

Phase-2 (2030?) ~ 200 average pileup! 
Requires innovation both in software and 
hardware.

Run-2 achievements
CMS accumulated 137 fb-1 of data for physics analyses!

7

0 20 40 60 80 10
0

0ean number RI LnteractLRns per crRssLng

0

1000

2000

3000

4000

5000

6000

5
e
c
R
rd
e
d
 /
u
m
Ln
R
s
Lt
y
 (
p
b
−
1
/1
.0
0
)

σpp
in (13 TeV) )8(.( mb

5un II: <µ>   34

2018: <µ>   37

2017: <µ>   38

2016: <µ>   27

2015: <µ>   13

0

1000

2000

3000

4000

5000

6000

CMS Average 3ileuS (SS, 
0
s 13 TeV)

137 fb-1 = 
~ O(100 million) top-quark pairs
~ O(10 million) Higgs bosons

2016
2017

2018



8



b jet efficiency
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

m
is

id
. p

ro
ba

bi
lit

y

3-10

2-10

1-10

1
 = 13 TeVs

CMS Simulation Preliminary
 events tt

 > 30 GeV) 
T

AK4jets (p

DeepFlavour phase 1

DeepCSV phase 1

DeepCSV phase 0

udsg
c

Run-2 achievements
New pixel tracker clearly benefits the Collaboration!
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After years of preparation:
2016-2017: upgrade to ‘Phase-1’ Pixel 
tracker (repair for radiation damage)

New 4-layer pixel tracker geometry
Additional layer closer to the beampipe

Clear improved performance, for example 
for b tagging (H→ b#b, t→ bW)! But also 
from software developments (@IIHE)!

16 Chapter 2. Expected Performance & Physics Capabilities

used non-template pixel positions and errors for the simulation studies of both detectors. Note
that this causes the pixel hit position resolutions in this simulation study to be slightly worse
for the current detector than what is currently achievable with the 2011/2012 data. Details for
the configuration of the track reconstruction used is given in Section 2.1.2.

2.1.1 Pixel Detector Geometry

Figure 2.1 shows a conceptual layout for the Phase 1 upgrade pixel detector. The current 3-layer
barrel (BPIX), 2-disk endcap (FPIX) system is replaced with a 4-layer barrel, 3-disk endcap
system for four hit coverage. Moreover the addition of the fourth barrel layer at a radius of
16 cm provides a safety margin in case the first silicon strip layer of the Tracker Inner Barrel
(TIB) degrades more rapidly than expected, but its main role is in providing redundancy in
pattern recognition and reducing fake rates with high pile-up.

Current

Upgrade
4 barrel layers

3 barrel layers

Figure 2.1: Left: Conceptual layout comparing the different layers and disks in the current and
upgrade pixel detectors. Right: Transverse-oblique view comparing the pixel barrel layers in
the two detectors.

Since the extra pixel layer could easily increase the material of the pixel detector, the upgrade
detector, support, and services are redesigned to be lighter than the present system, using an
ultra-lightweight support with CO2 cooling, and by relocating much of the passive material,
like the electronic boards and connections, out of the tracking volume.

Table 2.2 shows a comparison of the total material mass in the simulation of the present pixel
detector and of the Phase 1 upgrade pixel detector. Since significant mass reduction was
achieved by moving material further out in z from the interaction point, the masses are given
for a limited range in h that covers most of the tracking region.

Also shown in Table 2.2 is the mass of the carbon fiber tube that sits outside of the pixel de-
tector and is needed by the Tracker Inner Barrel (TIB) and for bakeout of the beampipe. By
convention, the material for this tube is usually included as part of the pixel system “material
budget”; this tube is expected to remain unchanged for the Phase 1 upgrade.

Another comparison of the “material budget” for the current and Phase 1 pixel detectors was
done using the standard CMS procedure of simulating neutrinos in the detector and summing
the radiation length and nuclear interaction length along a straight line at fixed values of h
originating from the origin. Figure 2.2 shows a comparison of the radiation length and nuclear
interaction length of the present and upgrade pixel detectors as a function of h. The green
histogram are for the current pixel detector while the Phase 1 upgrade detector is given by the

better



Phase-2 tracker assembly @ IIHE
Belgium was assigned to construct one endcap of the Phase-2 tracker!
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Belgium

DESY

Phase-2 tracker upgrade, intended for the High-luminosity upgrade of the LHC



Phase-2 tracker assembly @ IIHE
Successful “remote prototyping of CMS modules” in times of COVID-19!
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assembly control room as a shared screen, displaying the previously-prepared assembly workflow, the gluing robot control 
interface, front and side views of the robot with Ali handling the gluing jigs, and the view from Ali's cell phone camera.



Run-2 achievements
1000 publications!
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CMS has published > 1000 papers!
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Run-2 physics highlights
Non exhaustive list! 
Focusing on the Higgs-top interplay



Run-2 achievements
Probing Higgs couplings to 3rd generation!
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Figure 2: Best fit value of the ttH signal strength modifier µttH, with its 1 and 2 standard devia-
tion confidence intervals (s), for (upper section) the five individual decay channels considered,
(middle section) the combined result for 7+8 TeV alone and for 13 TeV alone, and (lower section)
the overall combined result. The Higgs boson mass is taken to be 125.09 GeV. For the H ! ZZ⇤

decay mode, µttH is constrained to be positive to prevent the corresponding event yield from
becoming negative. The SM expectation is shown as a dashed vertical line.

At 13 TeV, we search for ttH production in the H ! bb decay mode by selecting events with
at least three tagged b jets and with zero leptons [11], one lepton [12], or an opposite-sign
lepton pair [12], where “lepton” refers to an electron or muon candidate. A search for ttH
production in the H ! gg decay mode is performed in events with two reconstructed photons
in combination with reconstructed electrons or muons, jets, and tagged b jets [13]. The signal
yield is extracted from a fit to the diphoton invariant mass spectrum. Events with combinations
of jets and tagged b jets and with two same-sign leptons, three leptons, or four leptons are used
to search for ttH production in the H ! t+t�, WW⇤, or ZZ⇤ decay modes [10, 14], where in
this case “lepton” refers to an electron, muon, or th candidate (the asterisk denotes an off-shell
particle). The searches in the different decay channels are statistically independent from each
other. Analogous searches have been performed with the 7 and 8 TeV data [15].

The presence of a ttH signal is assessed by performing a simultaneous fit to the data from
the different decay modes, and also from the different CM energies as described below. A
detailed description of the statistical methods can be found in Ref. [42]. The test statistic q is
defined as the negative of twice the logarithm of the profile likelihood ratio [42]. Systematic
uncertainties are incorporated through the use of nuisance parameters treated according to
the frequentist paradigm. The ratio between the normalization of the ttH production process
and its SM expectation [35], defined as the signal strength modifier µttH, is a freely floating
parameter in the fit. The SM expectation is evaluated assuming the combined ATLAS and CMS
value for the mass of the Higgs boson, which is 125.09 GeV [43]. We consider the five Higgs
boson decay modes with the largest expected event yields, namely H ! WW⇤, ZZ⇤, gg, t+t�,
and bb. Other Higgs boson decay modes and production processes, including pp ! tH+X (or
tH + X), with X a light flavor quark or W boson, are treated as backgrounds and normalized
using the predicted SM cross sections, subject to the corresponding uncertainties.

The measured values of the five independent signal strength modifiers, corresponding to the
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systematic uncertainty are treated as uncorrelated. The dominant jet energy scale uncertainties
are treated as correlated between processes at the same collision energy, while the theory un-
certainties are correlated between all processes and data sets. The observed (expected) signal
significance is 5.6 (5.5)s, and the measured signal strength is µ = 1.04 ± 0.20. In addition to
the overall signal strength for the H ! bb decay, the signal strengths for the individual pro-
duction processes are also determined in this combination, where contributions from a single
production process to multiple channels are properly accounted for in the fit. All results are
summarized in Fig. 3.
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Figure 3: Best-fit value of the H ! bb signal strength with its 1s systematic (red) and total
(blue) uncertainties for the five individual production modes considered, as well as the overall
combined result. The vertical dashed line indicates the standard model expectation. All results
are extracted from a single fit combining all input analyses, with mH = 125.09 GeV.

In summary, measurement of the standard model Higgs boson decaying to bottom quarks
has been presented. A combination of all CMS measurements of the VH, H ! bb process
using proton-proton collisions recorded at center of mass energies of 7, 8, and 13 TeV, yields an
observed (expected) significance of 4.8 (4.9) standard deviations at mH = 125.09 GeV, and the
signal strength is µ = 1.01 ± 0.22. Combining this result with previous measurements by the
CMS Collaboration of the H ! bb decay in events where the Higgs boson is produced through
gluon fusion, vector boson fusion, or in association with top quarks, the observed (expected)
significance increases to 5.6 (5.5) standard deviations and the signal strength is µ = 1.04 ± 0.20.
This constitutes the observation of the H ! bb decay by the CMS Collaboration.
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final discriminants, ordered by the pre-fit expected signal-to-background ratio (S/B) are shown
in Fig. 10 (left). The best fit values in each analysis channel separately and in the combination
are listed in Table 7 and displayed in Fig. 10 (right).
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Figure 10: Bins of the final discriminants as used in the fit (left), reordered by the pre-fit ex-
pected signal-to-background ratio (S/B). Each of the shown bins includes multiple bins of the
final discriminants with similar S/B. The fitted signal (cyan) is compared to the expectation for
the SM Higgs boson µ = 1 (red). Best fit values of the signal strength modifiers µ (right) with
their 68% expected confidence intervals (outer error bar), also split into their statistical (inner
error bar) and systematic components.

Table 7: Best fit value of the signal strength modifier µ and the observed and median expected
95% CL upper limits in the single-lepton and the dilepton channels as well as the combined
results. The one standard deviation confidence intervals of the expected limit and the best fit
value are also quoted, split into the statistical and systematic components in the latter case.

Channel 95% CL upper limit Best-fit µ

observed expected ±tot (±stat ± syst)

Single-lepton 1.75 1.03+0.44
�0.29 0.84+0.52

�0.50

⇣
+0.27
�0.26

+0.44
�0.43

⌘

Dilepton 2.34 2.48+1.17
�0.76 �0.24+1.21

�1.12

⇣
+0.63
�0.60

+1.04
�0.95

⌘

Combined 1.51 0.92+0.39
�0.26 0.72+0.45

�0.45

⇣
+0.24
�0.24

+0.38
�0.38

⌘

The contributions of the statistical and various systematic uncertainties to the uncertainty in µ
are listed in Table 8. The statistical uncertainty is evaluated by fixing all nuisance parameters
to their post-fit values. The impact of the systematic uncertainties is evaluated by repeating the
fit fixing only the nuisance parameters related to the uncertainty under scrutiny to their post-
fit values and subtracting the obtained uncertainty in quadrature from the total uncertainty
of the fit where no parameters are fixed. The total uncertainty of the full fit (0.45) is different
from the quadratic sum of the listed contributions because of correlations between the nuisance
parameters.
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The contributions of the statistical and various systematic uncertainties to the uncertainty in µ
are listed in Table 8. The statistical uncertainty is evaluated by fixing all nuisance parameters
to their post-fit values. The impact of the systematic uncertainties is evaluated by repeating the
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Both discoveries rely on a 
measurement of t ̅tH(H → b#b) arXiv:1804.03682

t ̅tH (H → b&b) suffers from an irreducible 
(non-resonant) background of (gluon-
induced) t ̅t+b&b and t ̅t+c&c (through mistags)

observed (expected) significance of 1.6 (2.2) 

Topic of the 2nd part!

https://arxiv.org/abs/1808.08242
https://arxiv.org/abs/1804.02610
https://arxiv.org/abs/1804.03682


Run-2 achievements
Evidence for four top quark production + EFT interpretations
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The extensive content of the Run-2 Legacy dataset 
triggers global EFT interpretations.

ex. ML for EFT in t ̅tb$b → Arxiv:1807.02130
(@IIHE collab between pheno and CMS group)

Global EFT interpretation already exists in CMS for 
tt+Z/W/H/tZq/tHq (PAS-TOP-19-001)

Could be also very promising to have a global EFT 
interpretation in tt+HF/tttt/ttH
à modified tH, tg or four-quark vertices

Is this t ̅tH?

Or t ̅tt ̅t?

Or t ̅tb#b
(replace t by b)?

Or all together?

https://link.springer.com/article/10.1140%2Fepjc%2Fs10052-020-08509-3
http://dx.doi.org/10.1140/epjc/s10052-019-7593-7
https://arxiv.org/abs/1807.02130
http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-19-001/index.html
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Run-2 was for the 
3rd generation

Run-3 will be for 
the 2nd generation



Run-2 achievements → Run-3 prospects
Probing interactions between Higgs and 2nd generation: Muons

18

PAS-HIG-19-006 Evidence for H-µ coupling (significance of 3σ)
→ Observation in Run-3?

http://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-19-006/index.html


Run-3 objectives
Probing interactions between Higgs and 2nd generation quarks
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Run-3 objectives
Probing interactions between Higgs and 2nd generation quarks



. Search for H ➛ cc - Heavy Flavour Tagging Workshop 2019 !7

Analysis strategy

Associated production of Higgs and vector bosons 

3 separate channels : 0, 1 and 2 leptons 

2 separate analyses: 
• Resolved : vector boson pT < X GeV, standard c-tagging 
        Inclusive phase space 
• Boosted : vector boson pT > X GeV, boosted jet tagging 
        Targeting moderately/high pT  bosons 

Signal region extracted from simultaneous  
    binned maximum likelihood fit in signal and control regions 
    in all categories and channels
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< 70 (95% CL)

Run-3 objectives
How? Through decay of H → c&c (Run-2 result)

This analysis relies a lot on charm-tagging! 
à relies on techniques developed at IIHE

JHEP 03 (2020) 131
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http://dx.doi.org/10.1007/JHEP03(2020)131


Run-3 objectives
How? Through H+jet production
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t ̅t + charm jets! 
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arXiv: 2012.09225 / CMS-TOP-20-003 / Submitted to Phys. Lett. B.

https://arxiv.org/abs/2012.09225
http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-20-003/
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① c, b and t quarks require jets and 
heavy flavor tagging (new c-tagger) 

② Improved ML techniques for HF 
tagging (DeepCSV/DeepJet) ③ Calibration performance 

(charm tagger shape)

④ Selection and reconstruction of the 
t ̅t+HF  topology (jet-parton match)⑤ Differentiating t ̅t+HF categories (ML classifier)

⑥ Resulting cross section measurement
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Measurement of t ̅t+c%c production 
A roadmap towards a successful measurement
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Fiducial phase space
“what the detector can see”

• pp → t ̅tjj → ℓ# 'νℓbℓ!νℓ*bjj (dilepton)
• Two generated leptons with pT > 25 GeV and 

|η|<2.4 (electron/muon/tau)
• Two particle-level b jets from top quark decay 

with pT > 20 GeV and |η|<2.4
• At least two additional particle-level jets (not 

from top quark decay) with pT > 20 GeV and 
|η|<2.4 and ΔR(l,jet)>0.4

Full phase space
“what a theorist can see”

• pp → t ̅tjj → W#bW% *bjj
• dilepton / single lepton / all-hadronic
• At least two additional particle−level jets (not

from top quark decay) with pT > 20 GeV and
|η|<2.4 and ΔR(l,jet)>0.4

Categorization based on flavor of additional jets
• t ̅tb*b: ≥ 2 add. b jets with at least one b hadron
• t ̅tbL: 1 add. b jet with at least one b hadron (merged or missing jet)
• t ̅tc*c:           ≥ 2 add. c jets with at least one c hadron (if not t ̅tb*b/ t ̅tbL)
• t ̅tcL:               1 add. c jet with at least one c hadron (if not t ̅tb*b/L,merge/missing jet)
• t ̅tLL:            no add. b or c jets, but 2 add. light jets pass acceptance requirements.
• t ̅t other:      failing visible/full phase space requirements

Signal definition
Fiducial and full phase space
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Global
==2 isolated leptons (e/µ)
>= 4 jets
>= 2 b-tagged jets

Electrons
pT > 25 GeV
|𝜂| < 2.4
|𝜂| ∉ [1.4442 - 1.566] 

(”transition region”)
Rel. Iso < 0.15

Muons
pT > 25 GeV
|𝜂| < 2.4
Rel. Iso < 0.15

Dilepton invariant mass
mll> 12 GeV
𝜇𝜇/𝑒𝑒:  mll ∉ [mZ -15 GeV 
, mZ+15 GeV ]

MET
𝜇𝜇/𝑒𝑒: MET>30 GeV

Jets
pT > 30 GeV
|𝜂| < 2.5
Δ𝑅(lepton,jet)>0.5
DeepCSV value > 0
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b
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b-jets/c-jets
2 top-matched jets: Medium 
DeepCSV b-tagged

Event selections
Dileptonic top quark pair events + 2 additional jets: low backgrounds

Results in >95% 𝐭 ̅𝐭+2 jet events 
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4 jets (+ extra radiation?)
à which are the b-jets from the 
top decay? And which are the 
additional jets?

𝛥R

minv

b-tag discriminant

c-tag discriminant

pT,η

à Combine in a NN and pick the best jet-parton assignment

Jet-parton matching
Event kinematics + jet flavour as input to a neural network (NN)



2018 JINST 13 P05011

l+r+cdms+_bZs+nm oqnaZa+k+sx enq a Zmc k+fgs/fiZuntq idsr bnqqdronmc+mf sn sgd sgqdd vnqh+mf on+msr¯
Sgd c+rbnms+mtntr sqZmr+s+nm +m dZbg ne sgd btqudr enq b sZff+mf dffb+dmb+dr adsvddm 9¯24 Zmc 9¯6
Zqd ctd sn sgd kZqfdrs ro+hd +m sgd BurK c+rsq+ats+nm +m sgd kdes oZmdk +m _ftqd z7¯

CvsL discriminator
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

C
vs

B 
di

sc
rim

in
at

or

1−

0.5−

0

0.5

1

1.5

2

b jets c jets udsg jets
ML T

CMS
Simulation

 + jetstt
 > 20 GeV

T
p

13 TeV, 2016c tagger  

b jet misid. probability
2−10 1−10 1

ud
sg

 je
t m

is
id

. p
ro

ba
bi

lit
y

2−10

1−10

1

charm efficiency contours

 = 0.2 c∈  = 0.6 c∈

 = 0.3 c∈  = 0.7 c∈

 = 0.4 c∈  = 0.8 c∈

 = 0.5 c∈  = 0.9 c∈

CMS
Simulation
 + jetstt
 > 20 GeV

T
 p

13 TeV, 2016c tagger

L

M

T

Effiftqd z8¯ BnqqdkZs+nm adsvddmBurK ZmcBurA sZffdqr enq sgd uZq+ntr ids fiZuntqr —kdes(: Zmcl+r+cdms+_bZs+nm
oqnaZa+k+sx enq k+fgs/fiZuntq idsr udqrtr l+r+cdms+_bZs+nm oqnaZa+k+sx enq a idsr enq uZq+ntr bnmrsZms b ids
dffb+dmb+dr —q+fgs( +m ss dudmsr¯ Sgd K: L: Zmc S vnqh+mf on+msr c+rbtrrdc +m sgd sdws Zqd +mc+bZsdc ax sgd
cZrgdc k+mdr —kdes( nq Zqqnvr —q+fgs(¯ Sgd c+rbnms+mt+sx +m sgd btqudr bnqqdronmc+mf sn b sZff+mf dffb+dmb+dr
adsvddm 9¯3 Zmc 9¯6 Zqd ctd sn sgd ro+hd +m sgd BurK c+rsq+ats+nm ne _ftqd z7¯

Hm _ftqd 19 sgd odqenqlZmbd ne sgd BurK Zmc BurA sZffdqr +r bnloZqdc v+sg sgd bLU.u1 Zmc
BRUu1 a sZff+mf Zkfnq+sglr¯ Hm sgd q+fgs oZmdk ne sg+r _ftqd: sgd sqZmr+s+nm +m sgd odqenqlZmbd
ne sgd btqud enq Z b ids +cdms+_bZs+nm dffb+dmbx Zqntmc 9¯3 +r ctd sn sgd kZqfdrs ro+hd +m sgd BurK
c+rbq+l+mZsnq c+rsq+ats+nm¯ Sgd odqenqlZmbd ne sgd BurA sZffdq +r r+l+kZq sn sgd odqenqlZmbd ne ansg
a sZffdqr: dwbdos Zs rlZkk a ids l+r+cdms+_bZs+nm oqnaZa+k+s+dr vgdqd sgd BurA sZffdq +r odqenql+mf
rk+fgskx vnqrd sgZm sgd bLU.u1 sZffdq̄ Sgd BurK sZffdq ntsodqenqlr sgd bLU.u1 Zmc BRUu1
sZffdq enq rlZkk k+fgs/fiZuntq ids l+r+cdms+_bZs+nm oqnaZa+k+s+dr¯ Sgd CddoBRU sZffdq cdrbq+adc +m
rdbs+nm 4¯z¯1 +r ntsodqenql+mf sgd cdc+bZsdc b sZffdq̄ Enq sgd c+rbq+l+mZs+nm adsvddm b Zmc a idsr:
sgd CddoBRU oqnaZa+k+s+dr bnqqdronmc+mf sn sgd _ud fiZuntq bZsdfnq+dr cd_mdc +m rdbs+nm 4¯z¯1: Zqd
bnla+mdc +m sgd enkknv+mf vZx0

CddoBRUBurA +
N√b( � N√bb(
z � N√tcrf( . —4¯3(

vgdqd sgd mtldqZsnq bnqqdronmcr sn sgd oqnaZa+k+sx sn +cdms+ex b idsr Zmc sgd cdmnl+mZsnq sn sgd
oqnaZa+k+sx sn +cdms+ex a nq b idsr¯ R+l+kZqkx: enq sgd c+rbq+l+mZs+nm adsvddm b Zmc k+fgs/fiZuntq idsr:
sgd c+rbq+l+mZsnq +r bnmrsqtbsdc0

CddoBRUBurK + N√b( � N√bb(
z � √N√a( � N√aa((. —4¯4(

v+sg sgd mtldqZsnq f+u+mf sgd oqnaZa+k+sx sn +cdms+ex b idsr Zmc sgd cdmnl+mZsnq sgd oqnaZa+k+sx sn
+cdms+ex k+fgs/fiZuntq nq b idsr¯ Sgd bnloZq+rnm v+sg sgd CddoBRU Zkfnq+sgl trdc enq b sZff+mf
rgntkc ad bnmr+cdqdc Zr Zm +kktrsqZs+nm enq sgd odqenqlZmbd ne etstqd b sZffdqr r+mbd sgd vnqh+mf
on+msr Zqd mns xds cd_mdc Zmc sgd dffb+dmbx +m cZsZ +r mns xds ldZrtqdc¯

- 29 -

jet

jet

heavy-flavor
jet

PV

SV

displaced
tracks

IP

flight distance

charged
lepton

28

Novel shape calibration of the 
two-dimensional CvsL and CvsB

DeepCSV c-tagger discriminators

To use these discriminants in a neural network, the 2-dim 
shape in simulations needs to be calibrated to the data!

P(CvsL) =
P(c)

P(c) + P(udsg)
, P(CvsB) =

P(c)

P(c) + P(b) + P(bb)
.

<latexit sha1_base64="hugZXLu6Xve+QBUFyD6ERKJnAV0=">AAACdHicjVHLSgMxFM2Mr1pfVRcudBEtQosyzKigG6HUjQsXFawKnVIyaaYNZh4kd4plmC/w79z5GW5cm9YRa+vCG0JOzrk3j3O9WHAFtv1mmHPzC4tLheXiyura+kZpc+teRYmkrEkjEclHjygmeMiawEGwx1gyEniCPXhPVyP9YcCk4lF4B8OYtQPSC7nPKQFNdUovLrBnSBuVq4G6qWb4Eru+JDT9pmk1yyY2+Ag3KklX9TR9jN3p8XNWvZr95ygvXzytWZ1S2bbsceBZ4OSgjPJodEqvbjeiScBCoIIo1XLsGNopkcCpYFnRTRSLCX0iPdbSMCQBU+10bFqGDzXTxX4k9QwBj9nJipQESg0DT2cGBPpqWhuRf2mtBPyLdsrDOAEW0q+L/ERgiPCoA7jLJaMghhoQKrl+K6Z9op0C3aeiNsGZ/vIsuD+xnFPr5PasXKvndhTQLjpAFeSgc1RD16iBmoiid2PHwMa+8WHumWXz8CvVNPKabfQrTOsTKmy48w==</latexit>

The DeepCSV heavy-flavour tagging algorithm is a multi-class 
algorithm that predicts probabilities (P) for jets to originate from 
a b, c or light-flavour (udsg) quark (or gluon). 

This discrimination is based on properties such as track 
displacement, secondary vertex mass/flight distance, …

Properties from c jets are distributed midway between those of 
b or light-flavour jets → two c-tagging discriminants!

JINST 13 (2018) P05011

c-tagger calibration
Charm jet identification using the DeepCSV algorithm

https://128.84.21.199/abs/1712.07158
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c-tagger calibration
Effect of the calibration on the additional jet CvsL/CvsB
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…

CvsL add. jet 1

CvsL add. jet 2

CvsB add. jet 1

CvsB add. jet 2

Parton match NN

∆R(add. Jets)

…

P(t ̅tc*c)

P(t ̅tcL)

P(t ̅tb*b)

P(t ̅tbL)

P(t ̅tLL)

∆;< and ∆=< can be interpreted as topology-specific c-
tagger discriminants

Information on the flavour of the two additional jets 

Additional information on the event kinematics to 
most optimally distinguish different signal categories

�c
b =

P(ttcc)

P(ttcc) + P(ttbb)

�c
L =

P(ttcc)

P(ttcc) + P(ttLF)

one hidden layer that comprises 30 neurons with 
ReLu activation functions and a 10% dropout

Template fit using NN discriminator
Use machine learning to discriminate signals
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The fit is performed on two-dimensional distributions

Clear separation between the t ̅tb&b, t ̅tc&c and t ̅tLL contributions

Template fit using NN discriminator
Two-dimensional simulated templates used in the fit
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Some tension observed, but overall agreement within 1-2 standard deviations
Dominant  uncertainties from flavour-tagging, JES, and modelling 

Results
Inclusive cross sections in the fiducial phase space

 [fb]
bbtt

s
50 100 150

lo
g(

L)
D-

0

2

4

6

8

10

12

14 CMS
Fiducial phase space

 (13 TeV)-141.5 fb

68% CL 

95% CL 

 syst.Åstat. 
stat. only

 
(6

8%
 C

L)
Po

w
he

g 
+ 

Py
th

ia
8

 [fb]cctts
50 100 150 200 250

lo
g(

L)
D-

0

2

4

6

8

10

12 CMS
Fiducial phase space

 (13 TeV)-141.5 fb

68% CL 

95% CL 

 syst.Åstat. 
stat. only

 
(6

8%
 C

L)
Po

w
he

g 
+ 

Py
th

ia
8

 [fb]bbtts
100 150

 [f
b]

LLtts

4

5

6

7

8

310´
CMS
Fiducial phase space

 (13 TeV)-141.5 fb
Best fit  68% CL
POWHEG  95% CL

5_aMC@NLORAPHGADM

 [fb]cctts
100 150 200 250

 [f
b]

bbtts

100

150

200

CMS
Fiducial phase space

 (13 TeV)-141.5 fb
Best fit  68% CL
POWHEG  95% CL

5_aMC@NLORAPHGADM

 [fb]cctts
100 150 200 250

 [f
b]

LLtts

4

5

6

7

8

310´
CMS
Fiducial phase space

 (13 TeV)-141.5 fb
Best fit  68% CL
POWHEG  95% CL

5_aMC@NLORAPHGADM

 [pb]LLtts
4 5 6 7

lo
g(

L)
D-

0

5

10

15

20 CMS
Fiducial phase space

 (13 TeV)-141.5 fb

68% CL 
95% CL 

 syst.Åstat. 
stat. only

 
(6

8%
 C

L)
Po

w
he

g 
+ 

Py
th

ia
8



33

Results
Ratios Rc and Rb in the fiducial phase space

Rc/b = &𝜎(..̅+/#//121)
𝜎(..̅+jj)
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The CMS dilepton t ̅tc%c measurement 
Summary of the results

Fiducial PS: 𝜎(t ̅tc*c) = 165 ± 23 (stat.) ± 25 (syst.) fb  (~ 20% uncertainty)
Rc = 2.42 ± 0.32 (stat.) ± 0.29 (syst.) % (~ 18% uncertainty)

Full PS: 𝜎(t ̅tc*c) = 8.0 ± 1.1 (stat.) ± 1.3 (syst.) pb
Rc = 2.69 ± 0.36 (stat.) ± 0.32 (syst.) %

First measurement of the t ̅t + c&c cross section!
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Comparison of the CMS t ̅tb%b measurements 
Consistently, the t ̅tb&b cross section is under-estimated in simulations 

1 2 3 4 5 6
theos / expsFull phase space 

theosReference for 

ttbb_alljet
PLB (803) 2020 135285

ttbb_dilep
JHEP 07 (2020) 125

ttbb_semilep
JHEP 07 (2020) 125  PYTHIA8

POWHEG +

  PYTHIA8 5FS [FxFx]
MG5_aMC@NLO +

  HERWIG++
POWHEG +

  PYTHIA8 4FS
MG5_aMC@NLO +

 (13 TeV)-1 summary, 35.9 fbbbttsCMS
Preliminary April 2020

𝛔𝐌𝐂 < 𝛔𝐝𝐚𝐭𝐚
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JHEP 07 (2020) 125  PYTHIA8

POWHEG +

  PYTHIA8 5FS [FxFx]
MG5_aMC@NLO +

  HERWIG++
POWHEG +

  PYTHIA8 4FS
MG5_aMC@NLO +

 (13 TeV)-1 summary, 35.9 fbbbttsCMS
Preliminary April 2020
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Comparison of the CMS t ̅tb%b measurements 
Consistently, the t ̅tb&b cross section is under-estimated in simulations 

ttbb (from ttcc)

𝛔𝐌𝐂 < 𝛔𝐝𝐚𝐭𝐚
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Conclusions
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Summary and conclusions

Run-2 was for the 
3rd generation

Run-3 will be for 
the 2nd generation

With state-of-the art HF-taggers 
we can explore the charm quark!
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Backup
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The CMS dilepton t ̅tc%c measurement 
Inspiration/Motivation

Throwback: TOP2018 - Bad Neuenahr

Poster session:
t ̅tb*b in the SMEFT using ML

Plenaries:
Theory progress on t ̅tH(b*b) backgrounds 
(S. Pozzorini)

t ̅tb*b @ CMS and ATLAS (A. Khanov)

Take-home messages (with personal bias):

1. Theoretical modelling of t ̅t+heavy-flavour (HF) jets is 
very challenging!

2. You can not simply consider t ̅tb#b without considering at 
the same time t ̅tc#c and t ̅t + light-flavour jets (t ̅tLF).

3. Not only b-tagging, but c-tagging is crucial!

https://link.springer.com/article/10.1007/JHEP11(2018)131
https://indico.cern.ch/event/690229/contributions/2979729/attachments/1719226/2774671/pozzorini_top2018.pdf
https://indico.cern.ch/event/690229/contributions/2941652/attachments/1717502/2771379/ttbb_top2018.pdf
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Goal of this analysis 
First measurement of the inclusive t ̅tc&c cross section!

First measurement of the inclusive t ̅tc(c cross section

Simultaneously measure 𝜎(t ̅tc&c), 𝜎(t ̅tb&b) , 𝜎( t ̅tLF)  

and Rc/b = -𝜎(22̅+3*3/565)
𝜎(22̅+jj)

Measurement performed in the dilepton channel

Data collected by CMS in 2017, corresponding to 41.5 fb-1 of integrated 
luminosity

Key ingredients:
Use neural network for matching jets to partons.
Rely on charm-jet identification to separate the different signals!
Calibrate the c-tagger discriminants (full shape)
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Only ~ 76% of events have two b jets matched to two gen-level b quarks from top quark within 
𝛥R<0.3. Only these are used in the training of the NN.

Jet-parton matching
Performance and neural network output

3 x  𝛥R

3 x minv

… …

Correct = PC

Flipped = PF

Wrong = PW
8 x pT,𝜂

12 x b/c-tag

…

NN score for best permutation

= max
8&

8&9:#
, 8'
8'9:#

The network correctly identifies the two additional 
c (b) jets in 50% (30%) of the cases for t ̅tc*c (t ̅tb*b) 
events. 

Good agreement between the data (black markers) 
and the simulation (filled histograms).

Two hidden layers that comprise 50 neurons each, 
with ReLu activation functions and a 10% dropout
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Very good purity in different control regions!

Iterative fitting procedure per (2-dim.) bin, by iterating multiple 
times over the three control regions à 2-dim SF maps

i.e. SF(CvsL, CvsB, flavour)

γ/Z

g

q

q
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l+

t

t̄

W−

W+

g

g

b̄

b

W−

g

s,d

c

l−

ν

c-tagger calibration
Three control regions for flavor enrichment

semi-leptonic t ̅tW+charm DY + jets

b-enriched (81% pure)c-enriched (93% pure)
(after OS-SS subtraction)

light-enriched (86% pure)
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Only ~ 76% of events have two b jets matched to two gen-level b quarks from top quark within 
𝛥R<0.3. Only these are used in the training of the NN.

Jet-parton matching
Performance and neural network output

3 x  𝛥R

3 x minv

… …

Correct = PC

Flipped = PF

Wrong = PW
8 x pT,𝜂

12 x b/c-tag

…

NN score for best permutation

= max
8&

8&9:#
, 8'
8'9:#

The network correctly identifies the two additional 
c (b) jets in 50% (30%) of the cases for t ̅tc*c (t ̅tb*b) 
events. 

Good agreement between the data (black markers) 
and the simulation (filled histograms).

Two hidden layers that comprise 50 neurons each, 
with ReLu activation functions and a 10% dropout
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Novel shape calibration of the 
two-dimensional CvsL and CvsB

DeepCSV c-tagger discriminators

To use these discriminants in a neural network, the 2-dim 
shape in simulations needs to be calibrated to the data!

P(CvsL) =
P(c)

P(c) + P(udsg)
, P(CvsB) =

P(c)

P(c) + P(b) + P(bb)
.

<latexit sha1_base64="hugZXLu6Xve+QBUFyD6ERKJnAV0=">AAACdHicjVHLSgMxFM2Mr1pfVRcudBEtQosyzKigG6HUjQsXFawKnVIyaaYNZh4kd4plmC/w79z5GW5cm9YRa+vCG0JOzrk3j3O9WHAFtv1mmHPzC4tLheXiyura+kZpc+teRYmkrEkjEclHjygmeMiawEGwx1gyEniCPXhPVyP9YcCk4lF4B8OYtQPSC7nPKQFNdUovLrBnSBuVq4G6qWb4Eru+JDT9pmk1yyY2+Ag3KklX9TR9jN3p8XNWvZr95ygvXzytWZ1S2bbsceBZ4OSgjPJodEqvbjeiScBCoIIo1XLsGNopkcCpYFnRTRSLCX0iPdbSMCQBU+10bFqGDzXTxX4k9QwBj9nJipQESg0DT2cGBPpqWhuRf2mtBPyLdsrDOAEW0q+L/ERgiPCoA7jLJaMghhoQKrl+K6Z9op0C3aeiNsGZ/vIsuD+xnFPr5PasXKvndhTQLjpAFeSgc1RD16iBmoiid2PHwMa+8WHumWXz8CvVNPKabfQrTOsTKmy48w==</latexit>

The DeepCSV heavy-flavour tagging algorithm is a multi-class 
algorithm that predicts probabilities (P) for jets to originate from 
a b, c or light-flavour (udsg) quark (or gluon). 

This discrimination is based on properties such as track 
displacement, secondary vertex mass/flight distance, …

Properties from c jets are distributed midway between those of 
b or light-flavour jets → two c-tagging discriminants!

JINST 13 (2018) P05011

c-tagger calibration
Charm jet identification using the DeepCSV algorithm

https://128.84.21.199/abs/1712.07158
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Very good purity in different control regions!

Iterative fitting procedure per (2-dim.) bin, by iterating multiple 
times over the three control regions à 2-dim SF maps

i.e. SF(CvsL, CvsB, flavour)
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c-tagger calibration
Three control regions for flavor enrichment

semi-leptonic t ̅tW+charm DY + jets

b-enriched (81% pure)c-enriched (93% pure)
(after OS-SS subtraction)

light-enriched (86% pure)
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…

CvsL add. jet 1

CvsL add. jet 2

CvsB add. jet 1

CvsB add. jet 2

Parton match NN

∆R(add. Jets)

…

P(t ̅tc*c)

P(t ̅tcL)

P(t ̅tb*b)

P(t ̅tbL)

P(t ̅tLF)

∆;< and ∆=< can be interpreted as topology-specific c-
tagger discriminants

Information on the flavour of the two additional jets 

Additional information on the event kinematics to 
most optimally distinguish different signal categories

�c
b =

P(ttcc)

P(ttcc) + P(ttbb)

�c
L =

P(ttcc)

P(ttcc) + P(ttLF)

one hidden layer that comprises 30 neurons with 
ReLu activation functions and a 10% dropout

Template fit using NN discriminator
Defining the neural network
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CvsB add. Jet 1

CvsB add. Jet 2

CvsL add. Jet 1

CvsL add. Jet 2

parton match NN

∆R(add. Jets)

Template fit using NN discriminator
Sensitive observables to distinguish between t ̅tc&c, t ̅tb&b, t ̅tLF
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Constructed to separate t ̅tc*c from t ̅tb*b events 

Template fit using NN discriminator
Templates from simulated top quark pair events

Constructed to separate t ̅tc*c from t ̅tLF events 

Fitting these templates to the data allows to extract the 
cross sections for each of the signal processes 
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Results in the fiducial phase space are extrapolated to the full 
phase space by means of an acceptance A.

Template fit using NN discriminator
Fits to extract inclusive cross sections and their ratios

Full phase space

Absolute cross sections
𝜎$$̅!&!, 𝜎$$̅'(', 𝜎$$̅)*

Ratios
R' = >+!!̅#$# +!!̅%% and R! = >+!!̅&'& +!!̅%%

Reconstructed phase space
Fiducial phase space

Fit provides results in the 
fiducial phase space by taking 
into account an efficiency 𝜖.

t ̅tcL (t ̅tbL/ t ̅t other) scaled with 
the same factor as t ̅tc*c (t ̅tb*b / 
t ̅tLF ), i.e. ratio fixed to MC 
prediction (with uncertainties)

10

with corresponding uncertainties taken into account in the final result. As explained in Sec. 4,
the ttcL and ttbL categories do not mirror true physical processes. Therefore these components
are scaled with the same factor as the ttcc and ttbb templates respectively, and the relative yield
of ttcL (ttbL) with respect to ttcc (ttbb) events is fixed to that predicted in the simulation. The
predicted yields from the simulations are denoted by NMC

i
, where i denotes the signal process.

Also the tt + other component is scaled with the same factor as the ttLF component, motivated
by their similar LF content, which results in similar distributions. Uncertainties on these ratios
are taken into account in the fit. Finally, the backgrounds are summed together into one tem-
plate and their yield is fixed to the predictions from the simulations, with uncertainties taken
into account as discussed in Sec. 10.

A second fit is performed to extract the ratio of the ttcc and ttbb to the overall inclusive ttjj cross
section in the fiducial phase space (which will be translated into the full phase space taking into
account the acceptance). These ratios will further be referred to as Rc and Rb respectively and
are defined through the function in Eq. (4). The parameters RbL(Rb) and RcL(Rc) are used to
denote respectively the ratio of the ttbL and ttcL cross section relative to the inclusive ttjj cross
section, and are defined as a function of Rc and Rb in Eqs. (5).

f

⇣
sttjj, Rc, Rb

⌘
=Lint · sttjj ·

(
Rc · ettcc ·

 
Hnorm

ttcc +
NMC

ttcL

NMC
ttcc

· Hnorm
ttcL

!
+ Rb · ettbb ·

 
Hnorm

ttbb +
NMC

ttbL

NMC
ttbb

· Hnorm
ttbL

!
(4)

+ (1 � Rc � RcL(Rc)� Rb � RbL(Rb)) · ettLF ·
 

Hnorm
ttLF +

NMC
tt+other

NMC
ttLF

· Hnorm
tt+other

!)
+ Lint · sbkg · Hnorm

bkg

with

8
>><

>>:

RcL(Rc) = Rc ·
✓

NMC
ttcL ettcc

NMC
ttcc ettcL

◆

RbL(Rb) = Rb ·
✓

NMC
ttbL ettbb

NMC
ttbb ettbL

◆ (5)

Table 1: Selection efficiencies and acceptance factors for events in different signal categories.
These values were derived from simulated top quark pair events.

Event category ttbb ttbL ttcc ttcL ttLF

Efficiency e (%) 12.5 8.9 7.1 5.9 4.7
Acceptance A (%) 2.9 2.5 2.0 2.0 2.3

10 Systematic uncertainties

This section summarizes the systematic uncertainties related to extraction of the ttbb, ttcc and
ttLF cross section (and the ratios Rc and Rb), as well as corrections applied to the simulated
events to account for differences with respect to the data. Uncertainties are treated as nuisance
parameters in the template fit and can affect both the shape of the templates and the yields of
the signal and background processes. Smoothing [42] is applied to the templates that describe
the uncertainty variations affecting the template shape. The sources of systematic uncertainties
are subdivided in experimental and theoretical components and are discussed below. The in-
dividual impacts of each source of uncertainty on the cross sections (and ratios) in the fiducial
phase space are summarised in Tab. 2. The dominant systematic uncertainties are related to the
c-tagging calibration, followed by jet energy scale uncertainties, as well as by some theoretical
modelling uncertainties related to the matching between ME and PS and the choice of µR and
µF scales in the ME calculation.

Higgs Combine framework
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Table 2: Summary of the individual impacts of the uncertainties on the different parameters
of interest in the fiducial phase space. The upper (lower) rows of the table list uncertainties
related to the experimental conditions (theoretical modelling).

numbers in % fiducial phase space
Dsttcc Dsttbb DsttLF DRc DRb

Jet energy scale 7.3 3.3 5.7 3.2 3.4
Jet energy resolution 1.4 0.3 1.2 2.1 1.2
c-tagging calibration 6.7 6.9 2.2 6.9 7.4
Lepton id and isolation 1.3 1.2 1.2 0.2 0.1
Trigger 2.0 2.0 2.0 < 0.1 < 0.1
Pileup 1.2 0.8 0.7 1.6 0.4
Total integrated luminosity 2.4 2.3 2.3 < 0.1 < 0.1

µR and µF scales in ME 4.3 2.4 0.8 4.1 2.7
Parton shower scale 0.4 1.0 0.1 0.4 0.9
PDF as 0.5 < 0.1 0.1 0.4 0.1
Matching ME-PS (hdamp) 6.5 4.9 3.1 2.9 1.4
Underlying event 1.2 1.3 0.7 0.3 0.4
ttbL(cL)/ttbb(cc) and tt+other/ttLF 2.4 1.7 1.2 2.0 1.5
Efficiency (theoretical) 2.0 2.0 2.0 < 0.1 < 0.1
Simulated sample size 4.3 2.7 1.1 4.2 2.7
Background normalisation 0.7 0.1 0.5 0.2 0.5

Experimental uncertainties The experimental uncertainties affect both the shape and nor-
malisation of the templates. The jet energy resolution (JER) is known to be worse in data than
in the simulation, and a corresponding additional smearing is applied to the simulated jet en-
ergies. Systematic uncertainties due to up and down variation of this smearing within its un-
certainties are taken into account in the calculation of the cross sections. Similarly, we take
into account corrections and uncertainties due to observed differences in the jet energy scale
(JES). These corrections are evaluated and applied in different regions of the jet h. Observed
differences in muon and electron identification, isolation, reconstruction and trigger efficiency
between data and simulation are taken into account by pT and h dependent scale factors, with
the corresponding uncertainties applied. The distribution of the number of pileup collisions in
simulated events is reweighted to match the distribution observed in data, using an inelastic
proton-proton cross section of 69.2 mb [43]. An uncertainty related to this correction is ap-
plied by varying this inelastic cross section by ± 4.6%. An uncertainty of 2.3% [44] on the
total integrated luminosity of 41.5 fb�1 accumulated by the CMS experiment in 2017 is taken
into account in the measurement. The scale factors extracted from the c-tagging calibration
are applied to the simulated events, and corresponding uncertainties are considered. Many of
the theoretical and experimental sources of uncertainties are in common between the control
regions in which the c-tagging calibration was derived and the tt dilepton signal region consid-
ered in this analysis. In such cases, the common uncertainties are considered fully correlated
and evaluated simultaneously.

Theoretical uncertainties In the matrix element calculation, the choice of the renormali-
sation and factorisation scale may have an impact on the kinematical distributions of the final-
state objects. Uncertainties on these scales are taken into account by scaling µF and µR up or
down by a factor of two at the matrix element level [45, 46]. During the parton shower, the
uncertainty on the value of the strong coupling constant (as) at a given energy scale (Q2) is
taken into account by varying the renormalisation scale of QCD emissions in the initial state

Template fit using NN discriminator
Impact of the systematic uncertainties on parameters of interest

Dominant  experimental uncertainties from c-tagging calibration and JES
Dominant  theoretical uncertainties from QCD scales in the ME and ME-PS matching
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𝜇 represents the scaling factor of the simulated templates 
(cross section above or below theory prediction)

related to the cross section: 𝜎 = @ x A$%

ℒ&'(×D

Results
Comparison between the prefit and the postfit distributions

Two-dimensional distributions are unrolled onto a one-dimensional histogram
4x4 binning results in 16 bins with varying flavor composition:

PostfitPrefit 

�c
L ⌦�c

b : [0, 0.45, 0.6, 0.9, 1.0]⌦ [0, 0.3, 0.45, 0.5, 1.0]
<latexit sha1_base64="AuEumGrUrQnnZ2OGWHkTCtc62ls=">AAACX3icbVHLSsQwFE3re3xVXYmb4CC4kNL61pWoCxcuFBwV2jqkmTtjMH2Q3IpD6U+6E9z4J2bGCo564YbDOedyk5M4l0Kj571Z9tj4xOTU9Exjdm5+YdFZWr7VWaE4tHgmM3UfMw1SpNBCgRLucwUsiSXcxU9nA/3uGZQWWXqD/RyihPVS0RWcoaHaznN4DhJZuwwRXrC8rKqHGvKqomGGIgE96olHPceUBt6W5+7umWPf9NGW73rR9ywN6EDd+XbsDdW20/Rcb1j0L/Br0CR1XbWd17CT8SKBFLlkWge+l2NUMoWCS6gaYaEhZ/yJ9SAwMGVmdVQO86nohmE6tJsp0ynSIftzomSJ1v0kNs6E4aP+rQ3I/7SgwO5hVIo0LxBS/rWoW0iKGR2ETTtCAUfZN4BxJcxdKX9kinE0X9IwIfi/n/wX3G67/o67fb3bPDmt45gma2SdbBKfHJATckGuSItw8m7Z1qw1Z33YU/aC7XxZbaueWSEjZa9+AuZ3sS8=</latexit>
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Some tension observed, but overall agreement within 1-2 standard deviations
àmeasured t ̅tb#b (t ̅tc#c and t ̅tLF) cross section higher (lower) than predicted.

Results
Inclusive cross sections in the fiducial phase space
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Rc is in very good agreement with theory 
prediction. 

Largest tension observed for Rb
−∆logL~3 → ~2.5𝜎

~2.5𝜎

Results
Ratios Rc and Rb in the fiducial phase space
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Table 3: Results on the parameters of interest in the fiducial and full phase space with uncer-
tainties. The last two columns display the theoretical predictions from the simulated top quark
pair samples using either POWHEG or MG5 AMC@NLO as a matrix element generator. The un-
certainty quoted for these predictions includes uncertainties from variations of the QCD scales
(µR and µF) in the ME, as uncertainties in the PS and in the proton pdf, uncertainties related
to the underlying event and the matching between the ME and the PS (hdamp), as well as the
uncertainty on the NNLO tt cross section.

Result Uncertainty POWHEG MG5 AMC@NLO

Fiducial phase space

sttcc [pb] 0.152 ± 0.022 (stat.) ± 0.019 (syst.) 0.187 ± 0.030 0.188 ± 0.026
sttbb [pb] 0.120 ± 0.009 (stat.) ± 0.012 (syst.) 0.097 ± 0.016 0.101 ± 0.014
sttLF [pb] 5.06 ± 0.11 (stat.) ± 0.41 (syst.) 5.95 ± 0.79 6.32 ± 0.79
Rc [%] 2.37 ± 0.32 (stat.) ± 0.25 (syst.) 2.53 ± 0.06 2.43 ± 0.06
Rb [%] 1.87 ± 0.14 (stat.) ± 0.16 (syst.) 1.31 ± 0.03 1.30 ± 0.03

Full phase space

sttcc [pb] 7.43 ± 1.07 (stat.) ± 0.95 (syst.) 9.15 ± 1.44 8.92 ± 1.26
sttbb [pb] 4.12 ± 0.32 (stat.) ± 0.42 (syst.) 3.35 ± 0.54 3.39 ± 0.49
sttLF [pb] 217.0 ± 4.6 (stat.) ± 18.1 (syst.) 255.1 ± 32.0 260.6 ± 32.8
Rc [%] 2.64 ± 0.36 (stat.) ± 0.28 (syst.) 2.82 ± 0.07 2.72 ± 0.05
Rb [%] 1.47 ± 0.11 (stat.) ± 0.13 (syst.) 1.03 ± 0.03 1.03 ± 0.02

12 Conclusion

The production of a top quark pair in association with additional bottom or charm jets at the
LHC presents challenges both in the theoretical modelling as well as in the experimental mea-
surement of this process. Whereas the ttbb process has been measured by the CMS and ATLAS
collaborations at different center-of-mass energies, this analysis presents the first measurement
of the ttcc cross section. The measurement is conducted using proton-proton collisions at a
center-of-mass energy of 13 TeV using 41.5 fb�1 of integrated luminosity collected with the
CMS experiment. This measurement is performed in the dileptonic decay channel of the top
quark pairs and relies on the use of recently developed charm-jet identification algorithms.
A template fitting method is used, based on the outputs of a neural network classifier that is
trained to identify the different signal categories defined by the flavour of the additional jets.
This allows the simultaneous extraction of the ttcc, ttbb and ttLF cross sections, as well as the
ratios Rc = sttcc/sttjj and Rb = sttbb/sttjj. A novel calibration of the full shape of the c-tagging
discriminator distributions is employed, such that this information can be reliably used in the
neural network classifier.

The ttcc cross section is measured to be 0.152 ± 0.022 (stat.) ± 0.019 (syst.) pb in the fiducial
phase space and 7.43 ± 1.07 (stat.) ± 0.95 (syst.) pb in the full phase space. The ratio Rc is found
to be 2.37 ± 0.32 (stat.) ± 0.25 (syst.) % in the fiducial phase space and 2.64 ± 0.36 (stat.) ±
0.29 (syst.) % in the full phase space. An overall agreement is observed between the measured
values and the theoretical predictions at the level of one to two standard deviations for the ttcc,
ttbb and ttLF processes. The largest disagreement is observed for the ratio Rb, at the level of
2.5 standard deviations, which nevertheless is found to be consistent with observations from
previous analyses [4–10] targeting specifically this final state.
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~19 %

~17 %

Results
Numerical values + extrapolation to the full phase space
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Results
Comparison to other ttbb analyses

http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-18-002/index.html
http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-18-011/index.html
http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-16-010/index.html

