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Outline
• Physics measurement: WZ -> lν (l = e, µ)

• Commissioning activity to understand detector and objects 

• ECAL energy scale validation with cosmic ray muons

 context of the measurement

 issues affecting the precision of the measurement

• Commissioning of the electron seeding with first data

 description of the procedure

 evolution of the commissioning and final validation

• σ(pp -> WZ + X) measured with 1.09 fb-1 
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Physics Interests
• Diboson production study is an important test of the Standard Model

• sensitivity to self-interactions between bosons, via the trilinear gauge couplings.

• WZ is the only process which involves                                                               
only amplitudes with the WWZ vertex 

• Diboson production as indirect probe of New Physics

 enhancement of production cross section

 anomalous TGC (hint on new physics, if not high enough energy for direct production)

• Improve background modeling                                                                                     
for multilepton final states
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1. Introduction

Boson pair production is one of the few pro-
cesses that have significant effects from triple
boson vertices at tree level. These couplings
are predicted in the standard model and are
directly related to its gauge group struc-
ture. One of the goals of diboson measure-
ments is to limit deviations from the stan-
dard model values of these triple gauge cou-
plings (TGCs). Such deviations could be
observed in either the cross-sections or in
the kinematic distributions of the observed
events. Possible causes of anomalous TGCs
include new particles in loop diagrams.1 It
is also possible for diboson final states to re-
ceive contributions from the s-channel pro-
duction of an as yet unobserved particle,
most notably the standard model Higgs de-
caying to a pair of W bosons.

This report summarizes recent measure-
ments by the CDF and DØ collaborations
of WW and WZ production at the Teva-
tron. The Tevatron produces pp collision at
1.96 TeV center of mass energy. The dom-
inant contributions to the cross-sections for
WW and WZ production are the t-channel
(and similar u-channel) process involving two
instances of the well measured boson-quark
couplings and the s-channel process involv-
ing triple gauge couplings, shown in Figure 1.
The TGCs can in general be functions of the
invariant mass of the final state bosons

√
ŝ,

so measurements at the Tevatron compli-
ment previous measurements at LEP because
they probe larger values of

√
ŝ. Furthermore,

the WZ final state, which is not accessible in
e+e− collisions, isolates the WWZ coupling
from WWγ.

(a)

(b)

Fig. 1. Dominant diagrams in the production of bo-
son pairs: (a) t-channel (b) s-channel.

Of the heavy diboson processes, WW
production is the largest with a standard
model next-to-leading order (NLO) predic-
tion of σ(WW )NLO = 12.4 ± 0.8 pb , fol-
lowed by WZ production with an NLO pre-
diction of σ(WZ)NLO = 3.7 ± 0.1 pb.2 Sec-
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1.Introduction
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directlyrelatedtoitsgaugegroupstruc-
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ceivecontributionsfromthes-channelpro-
ductionofanasyetunobservedparticle,
mostnotablythestandardmodelHiggsde-
cayingtoapairofWbosons.

Thisreportsummarizesrecentmeasure-
mentsbytheCDFandDØcollaborations
ofWWandWZproductionattheTeva-
tron.TheTevatronproducesppcollisionat
1.96TeVcenterofmassenergy.Thedom-
inantcontributionstothecross-sectionsfor
WWandWZproductionarethet-channel
(andsimilaru-channel)processinvolvingtwo
instancesofthewellmeasuredboson-quark
couplingsandthes-channelprocessinvolv-
ingtriplegaugecouplings,showninFigure1.
TheTGCscaningeneralbefunctionsofthe
invariantmassofthefinalstatebosons

√
ŝ,

someasurementsattheTevatroncompli-
mentpreviousmeasurementsatLEPbecause
theyprobelargervaluesof

√
ŝ.Furthermore,

theWZfinalstate,whichisnotaccessiblein
e+e−collisions,isolatestheWWZcoupling
fromWWγ.

(a)

(b)

Fig.1.Dominantdiagramsintheproductionofbo-
sonpairs:(a)t-channel(b)s-channel.

Oftheheavydibosonprocesses,WW
productionisthelargestwithastandard
modelnext-to-leadingorder(NLO)predic-
tionofσ(WW)NLO=12.4±0.8pb,fol-
lowedbyWZproductionwithanNLOpre-
dictionofσ(WZ)NLO=3.7±0.1pb.2Sec-
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• Inclusive NLO production cross-sections: 

 σ(W+Z) = σ(W-Z) at Tevatron

 higher center-of-mass energy σLHC ≈ 5 σTevatron

• Interest here in measuring:   production cross section

• Fully leptonic final state: (l = e, µ)

 clear signature in hadronic environment

 reduced BR (1.5% if lepton = e,µ)

WZ at hadron colliders

5
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WZ ! lll! production 

! "Sensitive to WWZ coupling only 

    (WW is sensitive to both WWZ and WW"). 

! "  WZ production is unavailable at e+e- 

colliders. 

  

Cleanest 
Signal Mode!

! " Search for WZ production in 3 leptons 

(eee,eeµ, eµµ, µµµ) + missing ET 

! " Distinct, but rare signature:  

!" #(ppbar$WZ) = 3.7 ± 0.3 pb 

!" Branching fraction ~1.5% 

! " Background processes: Z+jet(s), ZZ, Z", 

ttbar production 

’ 
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Figure 2: Energy dependence of vector boson pair production cross sections. The scale µ is
taken to be the average vector boson mass.
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σ(pp -> WZ)NLO = 18.57+0.75 -0.58   pb



The CMS detector
• High performances on leptons and photons reconstruction  [as H->γγ, H->VV->4l]

 clean signatures (low yield, low background)

• Strong solenoidal magnetic field 3.8 T

• Full silicon tracker and hermetic calorimeter 

• Wide coverage and redundant muon system

• CMS reference frame (r,η,φ)

 pseudo-rapidity η = - ln[tan(θ/2)] , with θ polar angle

 (x,y) plane transverse to beam and B field  (pT, ET)

6

ECAL 

Superconductive Solenoid 

4Tesla IRON YOKE 

Tracker  

(SPD-SSD) ! 

HCAL 
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Muon chambers 
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The tracker
• Silicon tracker device around the beam line:

7

D. Giordano (CERN) 14/03/2010

The CMS Tracker System

Silicon Pixel detector surrounded by Silicon Strip detectors

• Pixels: 
• ~ 1 m2 of Si sensors, 65 M channels, 1440 modules 
• r = 4, 7, 11 cm ;  L= 53 cm

• Strips 
• ~198 m2 of Si sensors, ~9.6 M channels, 15148 modules
• 10 barrel layers, 9 End-Cap Wheels per side

• Tracking efficiency: ! >99% (µ), ~90% hadrons

• Resolution: "pt/pt ~ 1-2% (#<1.6)

5

Pixels

Longitudinal Section

Monday, March 8, 2010

2.2. The CMS detector

radius, are placed on each side at |z| = ±34.5 and |z| = ±46.5 cm.

The spatial resolution is about 10 µm for measurements in the r − φ plane and about

20 µm for the z direction.

The arrangement of the three barrel layers and of the forward pixel disks on each side

gives 3 tracking points over almost the full η range. Figure 2.7 shows the geometric

arrangement and hit coverage, as a function of pseudo-rapidity η, for an interaction point

at z = 0. In the high η region the 2 disk points are combined with the lowest possible

radius point, from the innermost barrel layer.

Already in ideal conditions, such a configuration brings to important inefficiencies at high

η (order 50% above 2.5). A further loss of coverage is expected for interactions displaced

from z=0, which are likely to occur given the beam spot size σz=5.7 cm along the z axis.
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Figure 3.6: Geometrical layout of the pixel detector and hit coverage as a function of
pseudorapidity.

size of 100×150 µm2 emphasis has been put on achieving similar track resolution in both r-φ and
z directions. Through this a 3D vertex reconstruction in space is possible, which will be important
for secondary vertices with low track multiplicity. The pixel system has a zero-suppressed read
out scheme with analog pulse height read-out. This improves the position resolution due to charge
sharing and helps to separate signal and noise hits as well as to identify large hit clusters from
overlapping tracks.

The pixel detector covers a pseudorapidity range −2.5< η <2.5, matching the acceptance
of the central tracker. The pixel detector is essential for the reconstruction of secondary vertices
from b and tau decays, and forming seed tracks for the outer track reconstruction and high level
triggering. It consists of three barrel layers (BPix) with two endcap disks (FPix). The 53-cm-long
BPix layers will be located at mean radii of 4.4, 7.3 and 10.2 cm. The FPix disks extending from
≈6 to 15 cm in radius, will be placed on each side at z=±34.5 and z=±46.5 cm. BPix (FPix)
contain 48 million (18 million) pixels covering a total area of 0.78 (0.28) m2. The arrangement
of the 3 barrel layers and the forward pixel disks on each side gives 3 tracking points over almost
the full η-range. Figure 3.6 shows the geometric arrangement and the hit coverage as a function
of pseudorapidity η . In the high η region the 2 disk points are combined with the lowest possible
radius point from the 4.4 cm barrel layer.

The vicinity to the interaction region also implies a very high track rate and particle fluences
that require a radiation tolerant design. For the sensor this led to an n+ pixel on n-substrate detector
design that allows partial depleted operation even at very high particle fluences. For the barrel
layers the drift of the electrons to the collecting pixel implant is perpendicular to the 4 T magnetic
field of CMS. The resulting Lorentz drift leads to charge spreading of the collected signal charge
over more than one pixel. With the analog pulse height being read out a charge interpolation allows

– 34 –
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Figure 2.7: Geometrical layout of the pixel detector and hit coverage as a function of pseudo-rapidity.

The Silicon Strip sub-detector constitutes the outermost region of the tracking system.

It is composed of two concentric sets of layers in the barrel part (TIB and TOB layers)

and two blocks of forward disks (TID and TEC). The first three TID layers are placed on

each side at |z| = ±77.67, |z| = ±90.62 and |z| = ±103.57cm, while the first three TEC

disks are located at |z| = ±127.46, |z| = ±141.46 and |z| = ±155.46cm.

The single-point resolution is of the order of 30 µm in the r − φ plane and ∼300 µm in

the z direction.

As previously mentioned, the CMS tracker involves both sensitive volumes and non-

sensitive ones. Since the tracker requires a large amount of low-voltage power, a large

amount of heat needs to be dissipated. Therefore a large part of the tracker material

consists of electrical cables and cooling services. Other non-sensitive parts include support

structures, electronics, the beam-pipe and the thermal screen outside the tracker.

The material inside the active volume varies from 0.4 X0 at η ≈ 0 to about 1.8 X0 at

|η| ≈ 1.4, beyond which it falls to about 1 X0 at |η| ≈ 2.5.

In Figure 2.8, the sub-detectors and the different material contributions to the material

budget are shown in units of radiation length.
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that require a radiation tolerant design. For the sensor this led to an n+ pixel on n-substrate detector
design that allows partial depleted operation even at very high particle fluences. For the barrel
layers the drift of the electrons to the collecting pixel implant is perpendicular to the 4 T magnetic
field of CMS. The resulting Lorentz drift leads to charge spreading of the collected signal charge
over more than one pixel. With the analog pulse height being read out a charge interpolation allows
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Figure 2.7: Geometrical layout of the pixel detector and hit coverage as a function of pseudo-rapidity.

The Silicon Strip sub-detector constitutes the outermost region of the tracking system.

It is composed of two concentric sets of layers in the barrel part (TIB and TOB layers)

and two blocks of forward disks (TID and TEC). The first three TID layers are placed on

each side at |z| = ±77.67, |z| = ±90.62 and |z| = ±103.57cm, while the first three TEC

disks are located at |z| = ±127.46, |z| = ±141.46 and |z| = ±155.46cm.

The single-point resolution is of the order of 30 µm in the r − φ plane and ∼300 µm in

the z direction.

As previously mentioned, the CMS tracker involves both sensitive volumes and non-

sensitive ones. Since the tracker requires a large amount of low-voltage power, a large

amount of heat needs to be dissipated. Therefore a large part of the tracker material

consists of electrical cables and cooling services. Other non-sensitive parts include support

structures, electronics, the beam-pipe and the thermal screen outside the tracker.

The material inside the active volume varies from 0.4 X0 at η ≈ 0 to about 1.8 X0 at

|η| ≈ 1.4, beyond which it falls to about 1 X0 at |η| ≈ 2.5.

In Figure 2.8, the sub-detectors and the different material contributions to the material

budget are shown in units of radiation length.
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Tracking efficiency: 

>99% (μ), ≈90% hadrons 

Resolution: 

Δpt/pt ≈ 1-2% (@ 10 GeV/c)   ≈10% (@ 1 TeV/c)

Strips all around

Pixel barrel layers and forward disks
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The ECAL (electromagnetic calorimeter)
• Homogeneous PbWO4 crystal calorimeter

 BARREL 61200 crystals in 36 super-modules                                                                                                      
APD photodetectors

 ENDCAP 3662 crystals x 4 Dees                                                                                                         
VPT photodetectors

• On-line data reduction:  regional readout based on thresholds criteria

 high E: 5x5 crystals (=TT) or 3x3 TT readout

 low E: single channel readout  (with Zero Suppression)
8

z 

y 
X,r 

0<|!|<3 

" 

compact & high granularity for an excellent energy containment: 
✦ Molière radius 22mm
✦ Radiation length X0 8.9mm

✤ ECAL global energy scale fixed with a 120 GeV electron beam (TB 2006) 
✤ inter-calibration precision 1% (EB) 
✤ time synchronizations better than 1ns
✤ excellent energy resolution (< 0.5% requirement)
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Energy scale validation with cosmic ray muons

• First measurement of the Muon stopping power in lead tungstate (dE/dx in PbWO4) 

 calibration purposes

 muon critical energy measured in PbWO4

• Analysis: ≈2.5 105 events, in the momentum range 5 GeV/c - 1 TeV/c

10

• October-November 2008

 CMS installed in the underground cavern

 1 month long cosmic muons data taking (about 300 million events registered)

 to calibrate and align the detector in preparation of LHC collisions

2009



The operation setup
• Dedicated setup for cosmic muons events 

• Muons reconstruction

 reconstruction for trajectory from top to bottom

 not pointing to beam interaction region

 global fit through the whole CMS 

• ECAL operation: 

 good efficiency for low energies

 ad hoc thresholds (electronic gain, online data reduction and clustering algorithm)

 energy containment corrections (muons ≠ electrons)

11

- ECAL optimized for high pT e/γ detection

- A muon releases ~300MeV in a PbWO4 crystal if traversed along its axis

4.2. The operation setup

While the standard reconstruction typically yields two tracks (“2 legs”) (one in each of the

top and bottom halves of the detector) for a single cosmic muon, the dedicated cosmic-

muon algorithms allow for a single fit of the track segments traversing the whole detector

(“1 leg”) and are optimized for muons not pointing to the nominal beam-interaction re-

gion.

The different objects reconstructed for a cosmic muon crossing CMS are displayed in Fig-

ure 4.1.
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Figure 1. Event display of a cosmic muon crossing CMS: the side view (left) and a part of the transverse
view (right). “MB” and “ME” labels indicate positions of the muon barrel and the muon endcap stations,
respectively. The solid blue curve represents a 1-leg global muon reconstructed using silicon tracker and
muon system hits in the whole detector. Small green circles indicate hits in the silicon tracker. Short red
stubs correspond to fitted track segments in the muon system; as the z position is not measured in the outer
barrel station, the segments in it are drawn at the z center of the wheel, with their directions perpendicular to
the chamber. Energy deposits in the electromagnetic and hadron calorimeters are shown as (thin) magenta
and (thick) blue bars, respectively.

imposes tight cuts on the compatibility of hits with the muon trajectory in those muon stations
which appear to contain electromagnetic showers (i.e., contain a large number of hits).

Momentum resolution for high-pT muons can potentially be further improved by choosing, on
a track-by-track basis, between fits including muon hits and the tracker-only fit, depending on the
fit output. Three such approaches (“selectors”) were studied in CRAFT:

• The sigma-switch method, in which one chooses the global-muon fit if the global and tracker-
only fit results for the ratio of the charge q to the momentum p of a muon, q/p, are within
2σq/p of the tracker-only fit from each other, and if the pT values found by both fits are above
200 GeV/c; one chooses the tracker-only fit otherwise.

• The truncated muon reconstructor (TMR), whereby one chooses between the TPFMS and
tracker-only fits on a track-by-track basis, using goodness-of-fit variables for each fit.

• Tune P, which is similar to TMR, but includes the result of the “picky” fit in the selection.

3.4 Muon identification

An approach complementary to global muon reconstruction, referred to as muon identification,
consists of considering all tracker tracks to be potential muon candidates and checking this hypoth-
esis by looking for compatible signatures in the calorimeters and the muon system.

– 6 –

Figure 4.1: Event display of a cosmic muon crossing CMS: the side view (left) and a part of the transverse
view (right). “MB” and “ME” labels indicate positions of the muon barrel and the muon endcap stations,
respectively. The solid blue curve represents a 1-leg global muon reconstructed using silicon tracker and
muon system hits in the whole detector. Small green circles indicate hits in the silicon tracker. Short
red stubs correspond to fitted track segments in the muon system; as the z position is not measured in
the outer barrel station, the segments in it are drawn at the z center of the wheel, with their directions
perpendicular to the chamber. Energy deposits in the electromagnetic and hadron calorimeters are shown
as (thin) magenta and (thick) blue bars, respectively.

Essentially it is enabled the reconstruction of tracks consisting of two standalone muon

trunks at opposite sides of the detector and a single track that traverses the entire tracker

sandwiched between them. The standard Combinatorial Kalman Finder1 (CKF) and

the specialized Cosmic Track Finder2 (CosmicTF) [82], [83] were used to reconstruct

tracker tracks. The overall variety of muon candidates available in CRAFT data can be

summarized in:

1A specific configuration for cosmic-muon events provides single tracks (1-leg CosmicCKF) or two
separate tracks in the two hemispheres of the detector (2-leg CosmicCKF).

2Expressly designed to reconstruct cosmic muons crossing the tracker as single tracks, with the possi-
bility to split such tracks at the point of their closest approach to the nominal beam line into two separate
track candidates, with each of the candidates refitted individually, leading to a pair of so-called “split
tracks”.
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Event selection and measurement procedure
• To measure dE/dx vs p for muons:

• A bias in the measured dE/dx has different impact on dE/dx rather than dE/dx

12
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4.4. Instrumental and containment effects

)-1 g2dE/dx   (MeV cm
0 2 4 6 8 10

ev
en

ts

0
200
400
600
800

1000
1200
1400
1600
1800
2000
2200

CMS 2008

(a)

)-1 g2dE/dx   (MeV cm
0 2 4 6 8 10

ev
en

ts

0

10

20

30

40

50

60

70

80
CMS 2008

(b)

Figure 4.6: Measured distributions of ∆E/∆x in ECAL for muon momenta below 10 GeV/c (a) and for
muon momenta above 300 GeV/c (b).

4.4.1 Instrumental effects

The relevant instrumental effects are related to the online data reduction and the energy

reconstruction procedure, in terms of bias in the energy reconstruction introduced in pre-

sence of the particular thresholds used in the algorithms (Section 4.2.2).

For muons having a direction close to the crystal axis, the energy deposited in ECAL

is likely to be above the selective readout (SR) threshold (90% of events with the angle

between muon and crystal axis smaller than 0.1 radians). When such condition is met, a

major bias arises from effects associated with the clustering threshold (18.6 MeV) and the

noise spectrum (σnoise ∼1 ADC=9.3 MeV). The probability of noise fluctuation above the

clustering threshold is measured in a dedicated analysis and a 14.7 MeV bias is estimated

for muons at angles smaller than 0.1 radians in a 5×5 matrix of crystals (see Figure 4.7).

For muons at larger angles to the crystal axis, the average energy deposit per crystal

decreases and both conditions for ZS readout (see Section 2.2.2) occur more frequently,

with the higher ZS threshold reducing the noise bias, and the probability that the energy

deposited in a single crystal is below the clustering threshold increases, thus contributing

to a negative bias. The analysis of crystal multiplicity versus angle in experimental data

indicates a constant plateau at small angles, followed by a monotonic increase at larger

angles (Figure 4.8).

The bias is then expected to decrease with increasing angles, but its estimate depends on
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Figure 4.6: Measured distributions of ∆E/∆x in ECAL for muon momenta below 10 GeV/c (a) and for
muon momenta above 300 GeV/c (b).

4.4.1 Instrumental effects

The relevant instrumental effects are related to the online data reduction and the energy

reconstruction procedure, in terms of bias in the energy reconstruction introduced in pre-

sence of the particular thresholds used in the algorithms (Section 4.2.2).

For muons having a direction close to the crystal axis, the energy deposited in ECAL

is likely to be above the selective readout (SR) threshold (90% of events with the angle

between muon and crystal axis smaller than 0.1 radians). When such condition is met, a

major bias arises from effects associated with the clustering threshold (18.6 MeV) and the

noise spectrum (σnoise ∼1 ADC=9.3 MeV). The probability of noise fluctuation above the

clustering threshold is measured in a dedicated analysis and a 14.7 MeV bias is estimated

for muons at angles smaller than 0.1 radians in a 5×5 matrix of crystals (see Figure 4.7).

For muons at larger angles to the crystal axis, the average energy deposit per crystal

decreases and both conditions for ZS readout (see Section 2.2.2) occur more frequently,

with the higher ZS threshold reducing the noise bias, and the probability that the energy

deposited in a single crystal is below the clustering threshold increases, thus contributing

to a negative bias. The analysis of crystal multiplicity versus angle in experimental data

indicates a constant plateau at small angles, followed by a monotonic increase at larger

angles (Figure 4.8).

The bias is then expected to decrease with increasing angles, but its estimate depends on
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p > 300 GeV/c

fraction events ≈10-3 fraction events ≈0.08



Instrumental effects
• Relevant for collision processes

• Noise fluctuations above clustering threshold (when no ZS is applied)

 bias depends on muon direction wrt crystal (α)

 α < 0.1 -> regional readout without ZS

• Raw dE/dx measurement biased wrt α

 offset measured for α<0.1 (≈14MeV)

 negligible for radiative processes

 systematic uncertainty ≈ 1.2%

13

α

4.4. Instrumental and containment effects

up to 0.2 radians, or with a linear dependence of the bias on the angle, with no plateau.

A correction is thus applied to the estimated collision component of the stopping power,

relying on the fit to the data shown in Figure 4.9, assuming a plateau up to 0.1 radians

and a decreasing linear trend at larger angles. Event by event, the measured dE/dx is

normalized to the mean value from the fit in the plateau region and the 14.7 MeV bias is

subtracted.

The cases of no plateau and of plateau up to 0.2 radians were considered as extreme cases

in the evaluation of the systematic uncertainty, which is estimated to be 3.5 MeV, corre-

sponding to about 1.2% of the average energy deposited by a muon in the collision regime.
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Figure 4.9: Dependence of the raw �dE/dx� on the angle α between the muon direction and the crystal
axis, for muon momentum between 5 and 10 GeV/c. Vertical bars represent statistical errors.

4.4.2 The containment effect

The energy ∆E being considered in the theoretical approach is the energy lost by a muon

along a given path in PbWO4, while the first output of the measurement procedure is the

energy deposited in a given volume of the calorimeter.

Since the energy lost by a muon is primarily transferred to particles having a finite range,

there is in general a net energy flow through any closed surface, and the energy deposited

in a finite volume is typically different from the energy lost by a muon traversing that

volume.

If a cylinder volume with its axis along the muon direction is taken as a reference, secon-

daries are produced along the entire muon path, thus there is always a non-negligible flow

81

raw dE/dx 
p<10GeV/c

08/06/2010 F. De Guio

Instrumental effects

8

• Raw dE/dx is affected by instrumental
• biases:

– single channel noise fluctuation
– thresholds in readout/clustering processes

raw <dE/dx> for pμ < 10 GeV/c

• Biases in energy reconstruction depend 
• on the muon-crystal angle:

- smaller deposit from skewed muons
! clustering threshold effect

Energy corrections 
extracted from data

!

deposit below threshold
deposit above threshold



Containment effects
• Relevant for radiative processes

• Muon energy is lost all along muon trajectory

 not all the energy lost in ECAL is collected in ECAL

 at equilibrium, the rear energy loss is compensated                                                                                 
by the energy flowing in through the front surface

• Energy containment corrections evaluated with proper Geant4 simulation for

 collision processes: containment already at equilibrium within 1% (syst.) 

 radiative processes: containment correction order 15% at 170GeV/c and 30% at 1TeV/c

14
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Chapter 4. ECAL energy scale validation with cosmic ray muons
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Figure 4.10: (a) Muon stopping power measured in PbWO4 (dots) as a function of muon momentum

compared to expectations [85] (continuous black line). The expected contributions from collision and

radiative processes are shown as well (red dotted line and blue dashed line respectively). (b) Ratio of

the measured and the expected values of the muon stopping power, as a function of muon momentum.

In both figures, the shaded grey area indicates the expected 68% probability central interval, while

the continuous cyan curves delimit the minimum interval containing 68% of the probability around the

expected result [87].

of the expected result with Geant4, to properly take into account the characteristics of

radiative losses [87]. These correspond indeed to rare processes with high energy releases

and generate probability distribution functions (pdf) of the energy loss per single event

presenting long tails at high energy (see Figure 4.6).

In this condition, the average dE/dx of a sample of N events has a slow convergence to a

normal distribution and the “statistical variance” of the sample cannot provide a reliable

estimate of the statistical error on the measurement.

This is particularly relevant where radiation losses are important (p >170 GeV/c) and

the “sample mean” and the “sample variance” are highly correlated and sensitive to rare

events with very large energy release. For the high momentum bins, due to the increasing

probability of large fluctuations in radiative energy losses and the decreasing size of the

sample statistics, the “experimental error” (rms/
√
N) is not a good estimator for the

consistency of the “sample mean” with the expected value. This trend is particularly

marked in the highest momentum bin of Fig. 4.10, where the expectation value lies out-

side the 68% probability interval.

Geant4 was used to simulate 10000 pseudo-experiments per momentum bin, each with

the same statistics as the actual bin population. For each bin, the expected pdf of the
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\\\ 68% interval centered on the expected result

 __ smallest interval containing 68% of the expected result
theoretical curves from PDG 
collision processes            
radiative processes              
total

4.5. Statistical analysis and results

mean was obtained as the distribution of the mean values of the stopping power from the

different experiments. For each pdf , two 68% probability intervals for the expected result

were derived: the central interval, obtained by discarding 16% of the result on both tails

of the pdf , and the interval of minimum width containing 68% of the result.

4.5.1 Results

The curve

(dE/dx)meas = α

��
dE

dx

�

coll

+ β ×
�
dE

dx

�

rad

�
(4.4)

where coll and rad label the predicted energy losses in PbWO4 due to ionization and

radiative processes (bremsstrahlung, pair and photo-nuclear) respectively [2], is fitted to

experimental stopping power data. The parameters α and β account for the overall energy

scale and for the relative contribution of radiation to collision losses. With the adopted

parameterization, β allows for the measurement of the critical energy, without depending

on the overall energy scale. The fit result is

α = 1.004+0.002
−0.003(stat.)± 0.019(syst.) (4.5)

β = 1.07+0.05
−0.04(stat.)± 0.06(syst.)

The muon critical energy

A muon critical energy of 160
+5
−6(stat.)±8(syst.) GeV is derived, in agreement with the

computed value of 169.5 GeV for PbWO4 [2], assuming as definition of muon critical

energy the energy at which the collision loss rate equals the radiative loss rate, including

bremsstrahlung, direct pair production and photo-nuclear interactions in the radiative

processes.

The systematic uncertainty includes a contribution of 4.5 GeV from the uncertainty of

the containment corrections, dominated by the limited knowledge of the correction for

radiation losses, and a contribution of 6 GeV due to the stability of the result against

event selections. In the latter case, sizable contributions come from the variation of the

acceptance of the muon angle with respect to the crystal axis, which was varied between

0.3 and 0.7 radians, and from the requirement that E/p be lower than 1.

The ECAL energy scale

As previously discussed, the ECAL energy scale was set from test beam measurements,

using a 120 GeV/c electrons beam.
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• Fit to theory with 

(dE/dx)meas = α [ (dE/dx)coll + β (dE\dx)rad ]

critical energy = 160+5-6 (stat.) ± 8(syst.) GeV  

 [expected 165.9 GeV for PbWO4]

energy scale 

[expected 1] set with 120 GeV/c electrons

consistent within ≈2%

critical 
Energy
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Commissioning of the electron seeding with the first data

• Comparison data-MC

 to validate the modeling of the detector with data

 to validate the reconstruction algorithm 

• Electrons

 objects of primary importance for physics at the LHC 17

29/03   12/05    25/06    08/08   21/09    04/11 

2.1. The Large Hadron Collider

pp collisions Design October 2011

Centre-of-mass energy (
√
s) [TeV] 14 7

Luminosity (L) [cm−2 s−1] 1034 3.5·1033†
∆tbunches [ns] 25 50
Bunches per beam (nb) 2808 1380†

Protons per bunch (Np) 1.15 · 1011 2.1·1014†
β-value at impact point (β∗) [m] 0.55 1.6††

beam σz [cm] 7.55 5.7††

beam σ∗ [µm] 16.7 ∼25.††

Table 2.1: The design and current machine parameters relevant for the LHC operation in pp collisions.
† refers to the specific fill n. 2267 (30th October 2011). †† refer to typical fills.

In 2010 the LHC upgraded its colliding energy at
√
s =7 TeV, providing in few months

the first few pb−1 of integrated luminosity and approximately 40 pb−1 in the whole year.

Starting from march 2011 the LHC kept colliding at the
√
s =7 TeV energy and pro-

gressively increased its instantaneous luminosity reaching the 1033 cm−2s−1 in summer,

already increased by a factor 5 in autumn.

The time evolution of the total integrated luminosity, during stable beams for pp

running at
√
s =7 TeV, is shown in Figure 2.2, for 2010 (left) and 2011 (right) runs.

The integrated luminosity delivered by the LHC is plotted in red and compared to the

one recorded by CMS (in blue).

Figure 2.2: Total integrated luminosity vs. time for 2010 and 2011 stable beams operation.

Order 200/pb of integrated luminosity were collected by may and the first fb−1 by mid

july. This 1.09/fb is used for the physic analysis presented in the last chapter.

The LHC timeline foresees operation until 2012, most likely at
√
s=8 TeV, when a shut-

down will allow further upgrades to enable collisions at higher energies.
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The “ecal-driven”electron reconstruction
• Track-seed = pair of measured hits in the inner tracker

• “ecal-driven”-> Seeding as filtering of track-seeds based on seed-cluster matching 
criteria

• Energy is clustered in a large φ window to account for 

 bremsstrahlung radiation in the tracker material                                                                                
and associated spread due to the strong B field

18

• Electron tracking based on Gaussian Sum Filter algorithm

 high material budget in a high magnetic field contest 

 non gaussian energy loss due to bremsstrahlung

 unbiased track estimate at each measured point



The ecal-driven seeding
• Hits from the track seeds are checked for compatibility with the ECAL super-cluster

• Interesting variable looked at:                                                                
Measured - Expected position on the layer wrt z, φ, rT 19

5.1. The ecal-driven seeding

54 Chapter 3. Electron reconstruction in CMS

Figure 3.10: On the left the ∆φ between the first hits expected position and the value
measured is plotted versus super-clusters ET , in red for the positive charge hypothesis,
blue for the negative one. On the right the simulated Zvertex distribution is plotted in
blue and compared with the red one, which is computed combining information from
the first hit measurement

Then a second helix is built, starting from the revised vertex, passing through

the first measured hit and reaching the super-cluster, by assuming the same charge

hypothesis which led to the first hit. Second hits are looked for within some narrower

windows.

Figure 3.11 reproduces the strategy used by the pixel matching algorithm to look

for hits pairs, in the barrel pixels.

Figure 3.11: Hits search in the barrel layers, by using the super-cluster and the vertex
constraints

Figure 5.1: Filtering of trajectory seeds by the matching of their hits in the barrel layers, by using the

supercluster and the vertex constraints. The two red trajectories are used in the first hit search. The

green trajectory connects the vertex with the supercluster position, passing through the first measured

hit and is used in the second hit search.
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Figure 5.2: On the left: search windows to look for 1st hits (z1, r1). To compute the ∆Z1 expected

windows in the z, rT projection, the vertex uncertainty (∆Zvtx) and the supercluster position (Zscl, Rscl)

are the constraints used. On the right: search windows to look for 2nd hits (z2, r2). To compute the ∆R2

expected windows in the z, rT projection, the supercluster uncertainty (∆Rscl) and the 1st measured hit

(z1, r1) are the constraints used in this case.

∆Z1 = ∆Zvtx(1− r1/Rscl) and ∆R1 = RScl ·∆Zvtx
Zscl − z1

Zscl
2 + (∆Zvtx/2)2

(5.1)

∆Z2 = ∆Zscl
r2 − r1
Rscl − r1

and ∆R2 = ∆Rscl
z2 − z1
Zscl − z1

Combinations of first and second hits are looked for in the barrel pixel layers (BPix), the

forward pixel disks (FPix) and TEC layers [91][90], so to improve the coverage in the

forward region.
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Figure 3.10: On the left the ∆φ between the first hits expected position and the value
measured is plotted versus super-clusters ET , in red for the positive charge hypothesis,
blue for the negative one. On the right the simulated Zvertex distribution is plotted in
blue and compared with the red one, which is computed combining information from
the first hit measurement

Then a second helix is built, starting from the revised vertex, passing through

the first measured hit and reaching the super-cluster, by assuming the same charge

hypothesis which led to the first hit. Second hits are looked for within some narrower

windows.

Figure 3.11 reproduces the strategy used by the pixel matching algorithm to look

for hits pairs, in the barrel pixels.

Figure 3.11: Hits search in the barrel layers, by using the super-cluster and the vertex
constraints

Figure 5.1: Filtering of trajectory seeds by the matching of their hits in the barrel layers, by using the

supercluster and the vertex constraints. The two red trajectories are used in the first hit search. The

green trajectory connects the vertex with the supercluster position, passing through the first measured

hit and is used in the second hit search.
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Figure 5.2: On the left: search windows to look for 1st hits (z1, r1). To compute the ∆Z1 expected

windows in the z, rT projection, the vertex uncertainty (∆Zvtx) and the supercluster position (Zscl, Rscl)

are the constraints used. On the right: search windows to look for 2nd hits (z2, r2). To compute the ∆R2

expected windows in the z, rT projection, the supercluster uncertainty (∆Rscl) and the 1st measured hit

(z1, r1) are the constraints used in this case.

∆Z1 = ∆Zvtx(1− r1/Rscl) and ∆R1 = RScl ·∆Zvtx
Zscl − z1

Zscl
2 + (∆Zvtx/2)2

(5.1)

∆Z2 = ∆Zscl
r2 − r1
Rscl − r1

and ∆R2 = ∆Rscl
z2 − z1
Zscl − z1

Combinations of first and second hits are looked for in the barrel pixel layers (BPix), the

forward pixel disks (FPix) and TEC layers [91][90], so to improve the coverage in the

forward region.
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window width is used for the rT coordinate, as projecting the beam spot uncertainty on rT would not significantly
reduce the window size for such beam spot sizes. The cuts for the first φ windows are asymmetrical depending
on the charge hypothesis in order to account for curvature uncertainty due to bremsstrahlung effects in the E
measurement. Once a hit is matched on the first layer, this information is used to refine the helix parameters and
a second hit is looked for in the second layer using smaller windows. In order to further reduce the contamination
from jets faking electrons, the first φ window is made 1/ET dependent within the range 5 < ET < 35 GeV/c,
where ET is the measured supercluster transverse energy. As we will show in Section 4, the matching windows
optimized from simulation [6] were found overall well suited for the reconstruction of prompt and isolated electrons
in real data. In order to prevent from a loss of efficiency due to the observed initial ECAL-tracker mis-alignment,
the φ window for the second layer was increased from the simulation determined value of ±4 mrad to ±6 mrad in
the forward region .

δz (BPIX) δrT (FPIX or TEC) δφ (pos. charge) δφ (neg. charge)
5 GeV/c ±5σz ±5σz [-0.075;0.155] rad [-0.155;0.075] rad

10 GeV/c ±5σz ±5σz [-0.046;0.096] rad [-0.096;0.046] rad
35 GeV/c ±5σz ±5σz [-0.026;0.054] rad [-0.054;0.026] rad

Table 1: Definition of the seed matching windows for the first layer. The ET -dependent first φ window extension
is given for 5, 10 and 35 GeV/c. Outside the range 5 < ET < 35 GeV the windows are fixed to the values
corresponding to ET = 5 GeV or ET = 35 GeV. σz is the beam spot width along the z axis.

δz (BPIX) δrT (FPIX) δrT (TEC) δφ (BPIX) δφ (FPIX or TEC)
±0.9 mm ±1.5 mm ±2 mm ±4 mrad ±6 mrad

Table 2: Definition of the seed matching windows for the second layers. The φ window size has been extended from
the initial simulation value of 4 mrad to 6 mrad in the forward region to better cope with the initial mis-alignment
between the ECAL and the tracker.

This ECAL-driven electron seeding strategy is very efficient for isolated electrons with pT >∼ 10 GeV/c. At lower
pT , the φ window (0.3 rad) used for the reconstruction of superclusters starts to be too small and some electrons
which radiates leads to electron or photon outside the supercluster region. The combination with the tracker-driven
seeding allows to maintain high efficiency for such cases.

3 Datasets and Event Selection
This analysis is based on the November 4th reprocessing of run 2010B data with CMSSW version 386. This repro-
cessing includes a first alignment of the ECAL with respect to the tracker detector as determined from ∼ 3 pb−1

using electrons from W tagged events. A skimmed sample is used, based on a W and Z bosons selection performed
with loose criteria. The following dataset is used:

/Electron/Run2010B-WZEG-Nov4Skim v1/RAW-RECO

The centrally produced primary dataset “/Electron” consists of events selected by the Level 1 (L1) e/γ trigger
followed by the High Level Trigger (HLT) selection. The L1 e/γ trigger decision is based on electron/photon
candidates which use local energy deposits in the Electromagnetic Calorimeter (ECAL) as inputs. The L1 e/γ
trigger requires a transverse energy in two adjacent trigger towers above a configurable cut. In the run 2010B, the
lowest unprescaled ET electromagnetic single HLT paths were seeded by L1 SingleEG8 (8 GeV ET threshold),
and the lowest ET electromagnetic double HLT paths were seeded by L1 DoubleEG5. The “/Electron” dataset
is based on electron single and double HLT trigger paths, which require a supercluster with ET above a certain
threshold matching an electromagnetic L1 candidate and a hit in the pixel layers of the CMS detector compatible
with an electron trajectory. In this dataset, the electron lowest unprescaled ET thresholds are ranging from 12 to
17 GeV for the single paths, from 10 to 17 GeV for the double paths.

Due to a problem during the processing of the skimmed sample, only ∼ 14.5 pb−1 of integrated luminosity is
available in this dataset, corresponding roughly to ∼ 1/2 of the total recorded statistic in the run 2010B.

Events are selected using standard run and lumi section CMS selection tools. For the reconstruction of electron

2

window width is used for the rT coordinate, as projecting the beam spot uncertainty on rT would not significantly
reduce the window size for such beam spot sizes. The cuts for the first φ windows are asymmetrical depending
on the charge hypothesis in order to account for curvature uncertainty due to bremsstrahlung effects in the E
measurement. Once a hit is matched on the first layer, this information is used to refine the helix parameters and
a second hit is looked for in the second layer using smaller windows. In order to further reduce the contamination
from jets faking electrons, the first φ window is made 1/ET dependent within the range 5 < ET < 35 GeV/c,
where ET is the measured supercluster transverse energy. As we will show in Section 4, the matching windows
optimized from simulation [6] were found overall well suited for the reconstruction of prompt and isolated electrons
in real data. In order to prevent from a loss of efficiency due to the observed initial ECAL-tracker mis-alignment,
the φ window for the second layer was increased from the simulation determined value of ±4 mrad to ±6 mrad in
the forward region .

δz (BPIX) δrT (FPIX or TEC) δφ (pos. charge) δφ (neg. charge)
5 GeV/c ±5σz ±5σz [-0.075;0.155] rad [-0.155;0.075] rad

10 GeV/c ±5σz ±5σz [-0.046;0.096] rad [-0.096;0.046] rad
35 GeV/c ±5σz ±5σz [-0.026;0.054] rad [-0.054;0.026] rad

Table 1: Definition of the seed matching windows for the first layer. The ET -dependent first φ window extension
is given for 5, 10 and 35 GeV/c. Outside the range 5 < ET < 35 GeV the windows are fixed to the values
corresponding to ET = 5 GeV or ET = 35 GeV. σz is the beam spot width along the z axis.

δz (BPIX) δrT (FPIX) δrT (TEC) δφ (BPIX) δφ (FPIX or TEC)
±0.9 mm ±1.5 mm ±2 mm ±4 mrad ±6 mrad

Table 2: Definition of the seed matching windows for the second layers. The φ window size has been extended from
the initial simulation value of 4 mrad to 6 mrad in the forward region to better cope with the initial mis-alignment
between the ECAL and the tracker.

This ECAL-driven electron seeding strategy is very efficient for isolated electrons with pT >∼ 10 GeV/c. At lower
pT , the φ window (0.3 rad) used for the reconstruction of superclusters starts to be too small and some electrons
which radiates leads to electron or photon outside the supercluster region. The combination with the tracker-driven
seeding allows to maintain high efficiency for such cases.

3 Datasets and Event Selection
This analysis is based on the November 4th reprocessing of run 2010B data with CMSSW version 386. This repro-
cessing includes a first alignment of the ECAL with respect to the tracker detector as determined from ∼ 3 pb−1

using electrons from W tagged events. A skimmed sample is used, based on a W and Z bosons selection performed
with loose criteria. The following dataset is used:

/Electron/Run2010B-WZEG-Nov4Skim v1/RAW-RECO

The centrally produced primary dataset “/Electron” consists of events selected by the Level 1 (L1) e/γ trigger
followed by the High Level Trigger (HLT) selection. The L1 e/γ trigger decision is based on electron/photon
candidates which use local energy deposits in the Electromagnetic Calorimeter (ECAL) as inputs. The L1 e/γ
trigger requires a transverse energy in two adjacent trigger towers above a configurable cut. In the run 2010B, the
lowest unprescaled ET electromagnetic single HLT paths were seeded by L1 SingleEG8 (8 GeV ET threshold),
and the lowest ET electromagnetic double HLT paths were seeded by L1 DoubleEG5. The “/Electron” dataset
is based on electron single and double HLT trigger paths, which require a supercluster with ET above a certain
threshold matching an electromagnetic L1 candidate and a hit in the pixel layers of the CMS detector compatible
with an electron trajectory. In this dataset, the electron lowest unprescaled ET thresholds are ranging from 12 to
17 GeV for the single paths, from 10 to 17 GeV for the double paths.

Due to a problem during the processing of the skimmed sample, only ∼ 14.5 pb−1 of integrated luminosity is
available in this dataset, corresponding roughly to ∼ 1/2 of the total recorded statistic in the run 2010B.

Events are selected using standard run and lumi section CMS selection tools. For the reconstruction of electron
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First hit:  (Supercluster + vertex)

Second hit: (Super-cluster + 1st hit)



First studies at low energy
• From first minimum bias data at 900GeV

 electrons are essentially fakes and electrons from conversions

• Residuals for seeding windows for second hits in the EB 

 wider search windows no to bias tails with low statistic

 large tails and peaks
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5.2. The electron seeding commissioning with minimum bias events
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(c) (d)

Figure 2: Differences ∆z2 (or ∆r2) and ∆φ2 between measured and predicted hit position on the second layer
for the ECAL-driven seeding with the loosen matching windows: (a) pixel barrel, z coordinate (b) pixel barrel,
φ coordinate (c) pixel forward and TEC, r coordinate (d) pixel forward and TEC, φ coordinate. The expected
contribution to ∆z2 (or ∆r2) and ∆φ2 from reconstructed candidates matched to either a real electron or a γ are
also shown.

(a) (b)

Figure 3: Differences ∆z2 and ∆φ2 between measured and predicted hit position on the second layer for the
ECAL-driven seeding with the standard matching windows: (a) pixel barrel, z coordinate (b) pixel barrel, φ coor-
dinate. The expected contribution to∆z2 and∆φ2 from reconstructed candidates matched to either a real electron
or a γ are also shown.
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dinate. The expected contribution to∆z2 and∆φ2 from reconstructed candidates matched to either a real electron
or a γ are also shown.
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φ coordinate (c) pixel forward and TEC, r coordinate (d) pixel forward and TEC, φ coordinate. The expected
contribution to ∆z2 (or ∆r2) and ∆φ2 from reconstructed candidates matched to either a real electron or a γ are
also shown.
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Figure 3: Differences ∆z2 and ∆φ2 between measured and predicted hit position on the second layer for the
ECAL-driven seeding with the standard matching windows: (a) pixel barrel, z coordinate (b) pixel barrel, φ coor-
dinate. The expected contribution to∆z2 and∆φ2 from reconstructed candidates matched to either a real electron
or a γ are also shown.
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(d)

Figure 5.5: ∆φ2 and ∆z2 (or ∆r2) residuals measured for the second hit of ecal-driven electrons recon-
structed in the “loosened” configuration: (a) pixel barrel, φ coordinate (b) pixel barrel, z coordinate
(c) pixel forward and TEC, φ coordinate (d) pixel forward and TEC, rT coordinate. The expected
contribution from the matching with generator level particles is also shown.

between the simulated collision parameters and the real ones were found and corrected for.

The standard reconstruction was applied to both data and the simulated minimum bias

sample. Also in this case the MC sample is mostly constituted from “fakes” from charged

hadrons (61.5%) and from electrons from conversions (33.9%). “Real” electrons (∼4.6%)

are composed from heavy flavors (34.9% of Ds, 46.7% of Bs), Dalitz decays (13.5%) and

few J/Ψs. The electrons selected cover the pT range above 4 GeV/c.

In figure 5.7 the residual distributions for the second seeding hits in the pixel barrel and

forward disks are presented with data points over-imposed to the shape from MC. In the

simulation, the reconstructed electrons are matched within a ∆R <0.05 cone to the par-

ticles at the generator level and the different contributions are visible with different colors.

95

�
Ldt = 10µb−1



Sensitivity to initial alignment
• Electrons from W events in 7 TeV collisions

 to validate the windows size for “good quality” high pT electrons

• Seeding distributions proved sensitive to misalignment

• Allowed for a prompt validation of                                                                           
the re-alignment corrections with first data

• W MC sample with ideal and real alignment

 Misalignment was an issue mainly in the forward region
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5.3. The electron seeding commissioning with W tagged events

rT − z projection, where the data shape is completely deformed with respect to the ideal

alignment condition simulated in the Monte Carlo.

First quantitative measurements of such misalignment were provided by preshower stud-

ies [96] and were used to produce a low statistic MC sample with the misaligned detector

conditions as measured in the data, to allow for a prompt feed-back from the commis-

sioning activity.

Once the measured ECAL misalignment is taken into account (blue histograms, on the

same plot in Figure 5.9), the agreement with data points is much better, although at this

stage the tune is still not perfect.

The alignment constants were updated afterwards based on the analysis of ∼2.7 pb−1, by

looking at the track-cluster geometrical matching variables ∆η and ∆φ distributions of

electron candidates from tagged W events [97].
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Figure 5.9: ∆φ2 and ∆z2 (or ∆r2) residuals measured for the second hit of ecal-driven electrons in BPix
(top) and forward region (bottom), for the rT−φ (left) and rT−z (right) projection. The MC distributions
are shown for a perfect alignment (gray dashed histogram) and for the alignment as determined from
the initial preshower measurement (blue filled histogram). The simulation distributions are normalized
to the number of events in the data sample.

A further problem was highlighted in the seeding distributions looking at the rT − φ

plane. A bias was observed in the residual distributions for the φ coordinate in both data

and simulation, thus suggesting an issue in the reconstruction algorithm.

99

�
Ldt = 198nb−1



Sensitivity to systematic bias
• Bias in ∆φ distributions

• Systematic effect in the reco. algorithm (both data and MC)

• Pixel detector (0.1475,-0.3782,-0.4847cm)                                                           
displaced from CMS center (0,0,0)

• Proper reference frame to compute residuals
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Chapter 5. Commissioning of the electron seeding with the first data

This effect, clearly visible in the central detector part, is further enhanced moving to the

forward region (Fig. 5.9 top left compared to bottom left).

Such an offset was identified as due to the displacement of the beam spot with respect

to the origin of the CMS reference frame [98], which was not taken into account when

determining the φ angle between the measured and the extrapolated hit positions.

In Figure 5.10 the seeding distributions are compared between two MC simulations, using

either (0,0) or the Beam Spot transverse coordinate as reference position to evaluate the

φ angle. The bias is corrected by using the proper displaced BS position in the transverse

plane and the clear improvement obtained in the rT − φ projection is visible also for the

distributions of the rT − z windows.

The effect of the updated reference frame for the angle computation is clearly visible in

Figure 5.11, where the two compared trends refer to the output of the standard electron

reconstruction algorithm in CMS, before and after implementing the proper corrections3.
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Figure 5.10: ∆φ2 and ∆z2 (or ∆r2) residuals measured for the second hit of ecal-driven electrons in BPix
(top) and forward region (bottom), for the rT − φ (left) and rT − z (right) projection. To measure the
φ (rT and z) angles, both the (0,0) reference (gray dashed histogram) and the beam spot position (blue
filled histogram) are used.
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5.3. The electron seeding commissioning with W tagged events

Figure 5.11: For the ∆φ2 residual measured for the second hit of ecal-driven electrons, the average value
is shown as a function of the electron η. The red trend corresponds to the updated algorithm (BS used as
reference) and is compared with the inaccurate old one in blue (0,0 as reference) [99]. Simulated samples
of single electrons with pT =35 GeV/c are used.

5.3.2 Residual ∆φ bias in the forward region

The improved performances of the seeding algorithm (Figure 5.11) still show in the forward

region an average offset of the ∆φ2 window, which is instead completely canceled overall

the |η| <2 region.

To understand such trend, the ∆φ2 differences have been looked at for different sub-

detectors hosting the second seeding hits (see Figure 5.12) and for both the electron and

positron reconstructed candidates (Figure 5.13).

Figure 5.12: ∆φ2 residuals measured for the second hit of ecal-driven electrons in FPix (left) and TEC
layers (right).

The offset clearly enhanced moving in the forward region is seen associated to the positive

charge hypothesis (Figure 5.13, on the right) used in the reconstruction algorithm, while

the distributions are well centered in zero and symmetric for negative charges (Figure 5.13,

on the left).
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5.3. The electron seeding commissioning with W tagged events

rT − z projection, where the data shape is completely deformed with respect to the ideal

alignment condition simulated in the Monte Carlo.

First quantitative measurements of such misalignment were provided by preshower stud-

ies [96] and were used to produce a low statistic MC sample with the misaligned detector

conditions as measured in the data, to allow for a prompt feed-back from the commis-

sioning activity.

Once the measured ECAL misalignment is taken into account (blue histograms, on the

same plot in Figure 5.9), the agreement with data points is much better, although at this

stage the tune is still not perfect.

The alignment constants were updated afterwards based on the analysis of ∼2.7 pb−1, by

looking at the track-cluster geometrical matching variables ∆η and ∆φ distributions of

electron candidates from tagged W events [97].
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Figure 5.9: ∆φ2 and ∆z2 (or ∆r2) residuals measured for the second hit of ecal-driven electrons in BPix
(top) and forward region (bottom), for the rT−φ (left) and rT−z (right) projection. The MC distributions
are shown for a perfect alignment (gray dashed histogram) and for the alignment as determined from
the initial preshower measurement (blue filled histogram). The simulation distributions are normalized
to the number of events in the data sample.

A further problem was highlighted in the seeding distributions looking at the rT − φ

plane. A bias was observed in the residual distributions for the φ coordinate in both data

and simulation, thus suggesting an issue in the reconstruction algorithm.
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Final validation with 14.5pb-1

• W->eυ event selection            

  1 electron, pT>25 GeV/c, tight selections

• Distributions validated for electrons in EB

23

selections events passing
Skim 65680

exactly one vertex 15970
MET > 25 GeV/c 12971

Jet Veto 11234
40 < MT < 100 GeV/c2 10116

electron ID WP 80% 9693
electron Iso WP 80% 9314

electron conversion rejection WP 80% 8625

Table 3: Number of events surviving the different steps of the W selection for the data sample.
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Figure 1: Kinematical distributions of the selected electron candidates: (a,c) transverse momentum and (b,d)
pseudo-rapidity. The MC distribution is also shown, normalized to the integrated luminosity of the data sample.
No QCD events survive the selection.
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The measurement of the WZ production cross section

• Critical LHC operations: instantaneous luminosity ≈ 1033 cm-2s-1 in summer

 important event pile-up (up to 16 reconstructed vertices per event)

 increased detector occupancy and high energy depositions in the calorimeters

25

 14/03   29/04    14/06   30/07   14/09   30/10

2.1. The Large Hadron Collider

pp collisions Design October 2011

Centre-of-mass energy (
√
s) [TeV] 14 7

Luminosity (L) [cm−2 s−1] 1034 3.5·1033†
∆tbunches [ns] 25 50
Bunches per beam (nb) 2808 1380†

Protons per bunch (Np) 1.15 · 1011 2.1·1014†
β-value at impact point (β∗) [m] 0.55 1.6††

beam σz [cm] 7.55 5.7††

beam σ∗ [µm] 16.7 ∼25.††

Table 2.1: The design and current machine parameters relevant for the LHC operation in pp collisions.
† refers to the specific fill n. 2267 (30th October 2011). †† refer to typical fills.

In 2010 the LHC upgraded its colliding energy at
√
s =7 TeV, providing in few months

the first few pb−1 of integrated luminosity and approximately 40 pb−1 in the whole year.

Starting from march 2011 the LHC kept colliding at the
√
s =7 TeV energy and pro-

gressively increased its instantaneous luminosity reaching the 1033 cm−2s−1 in summer,

already increased by a factor 5 in autumn.

The time evolution of the total integrated luminosity, during stable beams for pp

running at
√
s =7 TeV, is shown in Figure 2.2, for 2010 (left) and 2011 (right) runs.

The integrated luminosity delivered by the LHC is plotted in red and compared to the

one recorded by CMS (in blue).

Figure 2.2: Total integrated luminosity vs. time for 2010 and 2011 stable beams operation.

Order 200/pb of integrated luminosity were collected by may and the first fb−1 by mid

july. This 1.09/fb is used for the physic analysis presented in the last chapter.

The LHC timeline foresees operation until 2012, most likely at
√
s=8 TeV, when a shut-

down will allow further upgrades to enable collisions at higher energies.
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EPS

2011

≈ 1 fb-1

≈ 5 fb-1



WZ topology
• Final state considered: WZ->3l + MET  (4 channels -> eee, eeµ, µµe, µµµ) 

 3leptons pT> 20,10,10 GeV/c

 2leptons Same-Flavor Opposite-Sign in 60<Mll<120 GeV/c2

 MET for the escaping neutrino

26

First WZ event observed in CMS

decay channel WZ -> eeµ



Lepton selections

27

• Crucial to define efficient and robust event selection

• 2 working points are optimized for Z leptons (loose)  W lepton (tight)

 Identification + Isolation criteria

• Isolation variable  ≈ E deposited in a ∆R<0.3 cone (in Tracker+ECAL+HCAL) 

• sensitive to pile-up induced energy deposits in the detector

• Variable made stable wrt to increasing pile-up

Chapter 6. The measurement of the WZ production cross section
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Figure 6.10: Mean value of the combined isolation variable as a function of the number of reconstructed
primary vertices is shown: magenta (electrons in EB), green (electrons in EE), blue (muon in barrel
region), orange (muon in forward region).
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Table 6.4: Effective areas computed for the combined electron (top) and muon (bottom) isolations.
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Figure 6.11: Mean value of the combined isolation variable as a function of the number of reconstructed
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WZ analysis
• Cut-based analysis strategy 

 signal phase space gradually defined

 preserve unbiased control samples to estimate the backgrounds

• Backgrounds:

 Physical: ZZ

 Instrumental:  Z+jets, tt, Zγ

  QCD looked at and found negligible

  WZ -> taus taken as background and subtracted
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6.2. The WZ event selection

channel DATA WW WZ ZZ tt̄ Zγ QCD Zbb Z + jets S+B(MC)

Preselection: HLT requirement + 3 leptons pT > 20,10,10 GeV/c + Vtx compatibility
combined 84978 25.12 159.36 36.89 1137.56 2207.03 36347.7 1131.61 29311.8 74216.71

eee 14086 5.96 38.55 9.57 209.27 925.49 3613.75 263.16 7663.85 12729.6
eeµ 9423 3.54 36.63 4.60 214.95 74.08 4324.97 196.64 2724.96 7580.36
µµe 31209 12.53 44.57 14.13 503.82 1111.81 11914. 464.42 15278.7 29343.99
µµµ 35415 3.56 43.26 10.02 340.40 119.55 19589.3 262.90 4193.76 24562.76

step 4: Z selection
combined 24035 9.88 128.06 29.83 346.1 1458.72 0 838.31 21152.2 23963.16
Z → ee 9547 3.82 59.69 11.23 149.43 646.01 0 346.61 7962.58 9179.38
Z → µµ 14493 6.07 68.36 18.60 196.66 646.01 0 491.69 13189.7 14783.78
step 5: 3rd lepton selection
combined 152 0.05 83.10 20.26 2.15 8.94 0. 1.47 16.41 132.38

eee 36 0.02 17.11 4.79 0.45 4.65 0. 0.4 8.89 36.32
eeµ 34 0.03 21.99 2.21 0.84 0.16 0. 0.34 1. 26.57
µµe 41 0. 19.15 7.09 0.4 4.13 0. 0.27 4.67 35.71
µµµ 41 0. 24.84 6.17 0.47 0. 0. 0.46 1.83 33.78

step 6: 2ndZ veto
combined 140 0.05 83.09 11.98 2.15 8.94 0. 1.47 16.41 124.09

eee 36 0.02 17.11 3.1 0.45 4.65 0. 0.4 8.89 34.62
eeµ 29 0.03 21.99 2.0 0.83 0.16 0. 0.34 1. 26.36
µµe 35 0. 19.15 3.29 0.4 4.13 0. 0.27 4.67 31.92
µµµ 40 0. 24.84 3.58 0.47 0. 0. 0.46 1.84 31.19

step 7: MET cut
combined 66 0.05 58.18 2.84 1.81 0.32 0. 0.18 1.47 64.86

eee 16 0.02 11.95 0.44 0.38 0.16 0. 0.03 0.64 13.63
eeµ 17 0.03 15.50 0.85 0.7 0. 0. 0.06 0.18 17.33
µµe 13 0. 13.39 0.45 0.33 0.16 0. 0.04 0.37 14.73
µµµ 20 0. 17.34 1.10 0.4 0. 0. 0.05 0.27 19.17

Table 6.6: Observed and expected signal and background yields at the different step of the selection. The
numbers correspond to an integrated luminosity of 1.09/fb.
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Figure 6.17: Number of events at each step of the event selection. The simulated distributions are
normalized to the luminosity in data (1.09/fb).
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Z selection
• Z best candidate in [60,120] GeV/c2

 Z->ee (pT>20,10 GeV/c)                                  Z->µµ (pT > 15, 15 GeV/c)

 attention to leptons selections (loose requirements)

 events rejected if second Z candidate found
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Chapter 6. The measurement of the WZ production cross section

• have same-flavor and opposite charge;

• have
10 pT > 20, 10 GeV/c (for the Z → ee) and pT > 15, 15 GeV/c (for the

Z → µµ);

• have an invariant mass in the [60, 120] GeV/c
2
range;

In case several matching combinations are found, the best candidate is chosen as the

closest to the nominal Z boson mass [2]. Particular attention is paid to build the Z can-

didate out of the HLT matched leptons, to avoid biases on the eventual third lepton in

terms of identification or isolation, which are loosely applied in the on-line selection and

are used in the offline analysis to discriminate the signal from the remaining backgrounds,

Z + jets in primis.

For the events surviving the Z candidate selection, the Z+jets background completely

dominates, with still important contamination from Zγ, Zbb and tt̄, while QCD events are

completely removed. The different contributions are shown in Figure 6.13 as a function

of the MET in the event.
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Figure 6.13: Missing transverse energy for the ee (left) and µµ channel (right), after the Z candidate is

selected. The simulated distributions are normalized to the luminosity in data (1.09/fb).

6.2.3 The W candidate selection

A lepton from a W boson leptonic decay is then looked for out of the remaining leptons

requiring pT >20 GeV/c and tight (WP80) criteria on both its identification and isolation.

In case several candidates are found, the one with the highest pT is selected.

10
The pT thresholds are constrained by the matching requirement with the HLT objects.
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• have same-flavor and opposite charge;

• have
10 pT > 20, 10 GeV/c (for the Z → ee) and pT > 15, 15 GeV/c (for the

Z → µµ);

• have an invariant mass in the [60, 120] GeV/c
2
range;

In case several matching combinations are found, the best candidate is chosen as the

closest to the nominal Z boson mass [2]. Particular attention is paid to build the Z can-

didate out of the HLT matched leptons, to avoid biases on the eventual third lepton in

terms of identification or isolation, which are loosely applied in the on-line selection and

are used in the offline analysis to discriminate the signal from the remaining backgrounds,

Z + jets in primis.

For the events surviving the Z candidate selection, the Z+jets background completely

dominates, with still important contamination from Zγ, Zbb and tt̄, while QCD events are

completely removed. The different contributions are shown in Figure 6.13 as a function

of the MET in the event.
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Figure 6.13: Missing transverse energy for the ee (left) and µµ channel (right), after the Z candidate is

selected. The simulated distributions are normalized to the luminosity in data (1.09/fb).

6.2.3 The W candidate selection

A lepton from a W boson leptonic decay is then looked for out of the remaining leptons

requiring pT >20 GeV/c and tight (WP80) criteria on both its identification and isolation.

In case several candidates are found, the one with the highest pT is selected.

10
The pT thresholds are constrained by the matching requirement with the HLT objects.
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W selection
• 3rd lepton pT>20GeV/c (tight selection)

• MET cut ( > 30 GeV)

30

Chapter 6. The measurement of the WZ production cross section
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Figure 6.15: Di-lepton invariant mass for the ee (left) and µµ channel (right), after the Z and W
candidates are selected. The simulated distributions are normalized to the luminosity in data (1.09/fb).
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Figure 6.16: Z candidate invariant mass for the ee (left) and µµ channel (right), at the end of the
selection. The simulated distributions are normalized to the luminosity in data (1.09/fb).

grated luminosity.

The signal event yield is well balanced among the four channels, with a higher efficiency

in presence of muons and in particular for the tight selection on the 3rd lepton from W

decay (l+l−e vs l+l−µ channels).

The highest background contamination is for the three electrons channel, with a 38% con-

tribution to the background event yield from Z + jets, which results the most dangerous

process to be controlled.

The eeµ and µµµ channels profit from the high efficiency in identifying muons, especially

in case of tight selections, but suffer from a bad rejection power against spurious signals,

with ZZ in particular contributing more than 60% to the backgrounds in the only µµµ

channel.
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Figure 6.15: Di-lepton invariant mass for the ee (left) and µµ channel (right), after the Z and W
candidates are selected. The simulated distributions are normalized to the luminosity in data (1.09/fb).
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Figure 6.16: Z candidate invariant mass for the ee (left) and µµ channel (right), at the end of the
selection. The simulated distributions are normalized to the luminosity in data (1.09/fb).

grated luminosity.

The signal event yield is well balanced among the four channels, with a higher efficiency

in presence of muons and in particular for the tight selection on the 3rd lepton from W

decay (l+l−e vs l+l−µ channels).

The highest background contamination is for the three electrons channel, with a 38% con-

tribution to the background event yield from Z + jets, which results the most dangerous

process to be controlled.

The eeµ and µµµ channels profit from the high efficiency in identifying muons, especially

in case of tight selections, but suffer from a bad rejection power against spurious signals,

with ZZ in particular contributing more than 60% to the backgrounds in the only µµµ

channel.
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Figure 6.15: Di-lepton invariant mass for the ee (left) and µµ channel (right), after the Z and W
candidates are selected. The simulated distributions are normalized to the luminosity in data (1.09/fb).
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Figure 6.16: Z candidate invariant mass for the ee (left) and µµ channel (right), at the end of the
selection. The simulated distributions are normalized to the luminosity in data (1.09/fb).

grated luminosity.

The signal event yield is well balanced among the four channels, with a higher efficiency

in presence of muons and in particular for the tight selection on the 3rd lepton from W

decay (l+l−e vs l+l−µ channels).

The highest background contamination is for the three electrons channel, with a 38% con-

tribution to the background event yield from Z + jets, which results the most dangerous

process to be controlled.

The eeµ and µµµ channels profit from the high efficiency in identifying muons, especially

in case of tight selections, but suffer from a bad rejection power against spurious signals,

with ZZ in particular contributing more than 60% to the backgrounds in the only µµµ

channel.
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Figure 6.15: Di-lepton invariant mass for the ee (left) and µµ channel (right), after the Z and W
candidates are selected. The simulated distributions are normalized to the luminosity in data (1.09/fb).
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grated luminosity.

The signal event yield is well balanced among the four channels, with a higher efficiency

in presence of muons and in particular for the tight selection on the 3rd lepton from W

decay (l+l−e vs l+l−µ channels).

The highest background contamination is for the three electrons channel, with a 38% con-

tribution to the background event yield from Z + jets, which results the most dangerous

process to be controlled.

The eeµ and µµµ channels profit from the high efficiency in identifying muons, especially

in case of tight selections, but suffer from a bad rejection power against spurious signals,

with ZZ in particular contributing more than 60% to the backgrounds in the only µµµ

channel.
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Z+jets from control region 
• Estimate Z+jets from DATA/MC ratio in a control region dominated by Z+jets

 Z selected and MET cut reverted (MET<30GeV) + 3rd lepton (pT>20GeV, no Iso, noID)

 Purity                  =>  0.92 (Z->ee)                                     0.93 (Z->µµ)

 Signal Contamination =>  0.7% (Z->ee)                                   0.6% (Z->µµ)

• Good data/MC agreement in this control region 

• Conservative 20% systematic uncertainty assigned (for both Z->ee  and  Z->µµ)
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Figure 6.20: MET distributions in the ee and µµ channels after the Z candidate selection and for
MET <30 GeV. The simulated distributions are normalized to the luminosity in data (1.09/fb).
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Figure 6.21: MET distributions in the ee and µµ channels after the 3rd lepton selection (relaxing Id and
Iso, while keeping the conversion rejection). The simulated distributions are normalized to the luminosity
in data (1.09/fb).

The Z + jets background is again entirely dominating the control region, with a

contribution to the MC of 92% in ee and 93% in µµ, fully consistent with the values

found in the previous case.

The WZ signal contamination in this region is order 0.7% and 0.6% for Z → ee and

Z → µµ respectively. Again data and MC are in good agreement in this control region

and the Z + jets data over MC ratio expressed as (data−MCZ+jets subtracted)/Z + jets is

0.92 (ee) and 0.98 (µµ).

The Z+jets event yield is controlled in data within ∼10%. To take into account eventual

differences between the MET shape for data and MC, while moving from the control to

the signal region, a 20% systematic uncertainty is conservatively assigned.
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Figure 6.20: MET distributions in the ee and µµ channels after the Z candidate selection and for
MET <30 GeV. The simulated distributions are normalized to the luminosity in data (1.09/fb).
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Figure 6.21: MET distributions in the ee and µµ channels after the 3rd lepton selection (relaxing Id and
Iso, while keeping the conversion rejection). The simulated distributions are normalized to the luminosity
in data (1.09/fb).

The Z + jets background is again entirely dominating the control region, with a

contribution to the MC of 92% in ee and 93% in µµ, fully consistent with the values

found in the previous case.

The WZ signal contamination in this region is order 0.7% and 0.6% for Z → ee and

Z → µµ respectively. Again data and MC are in good agreement in this control region

and the Z + jets data over MC ratio expressed as (data−MCZ+jets subtracted)/Z + jets is

0.92 (ee) and 0.98 (µµ).

The Z+jets event yield is controlled in data within ∼10%. To take into account eventual

differences between the MET shape for data and MC, while moving from the control to

the signal region, a 20% systematic uncertainty is conservatively assigned.
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Systematic uncertainties
• Backgrounds:                            big uncertainty          small impact on WZ yield

• Lepton efficiencies:

 ε = ε(RECO)  * ε(ID/RECO) * ε(Iso/ID) * ε(HLT/ISO)

 with Tag-and-Probe on data Z->ee, Z->µµ

o HLT DoubleElectron take 100% efficiency + 1.5% sys. to be conservative
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as systematic uncertainty and it amounts to 2.5%.

6.4.4 Systematic uncertainties summary

With reference to [107], the systematic uncertainties relevant for the σ(WZ) measurement

here presented are summarized in Table 6.16.

Also the effect of charge mis-identification on both electrons and muons has been consid-

ered and found negligible within the context of this analysis.

Source Systematic uncertainty eee eeµ µµe µµµ

Effect on F = A · �sim
Electron energy scale 2% 1.7% 0.25% 0.9% n/a

Muon pT scale 1% n/a 0.5% 0.2% 0.9%

MET Resolution 0.5% 0.5% 0.5% 0.5%

MET Scale 0.3% 0.2% 0.1% 0.1%

Pileup 3.1% 0.8% 1.6% 1.6%

PDF 1.0% 1.0% 1.0% 1.0% 1.0%

NLO effect 2.5% 2.5% 2.5% 2.5% 2.5%

Total uncertainty on F = A · �sim 4.5% 2.9% 3.3% 3.3%

Effect on ρWZ

Electron trigger 1.5% 1.5% 1.5% n/a n/a

Electron reconstruction 0.9% 2.7% 1.8% 0.9% n/a

Electron ID and isolation 2.5%(WP95), 3.2%(WP80) 5.9% 5.0% 3.2% n/a

Muon trigger 0.54% n/a n/a 1.08% 1.08%

Muon reconstruction 0.74% n/a 0.74% 1.48% 2.22%

Muon ID and isolation 0.74% n/a 0.74% 1.48% 1.94%

Total uncertainty on ρeff 6.7% 5.6% 4.2% 3.6%

Background estimation Effect on WZ yield

ZZ 7.5% 0.2% 0.5% 0.3% 0.5%

Zγ 13% 0.2% 0.% 0.2% 0.%

other 20% 0.1% 0.1% 0.07% 0.06%

Z + jets 20% 1.0% 0.3% 0.7% 0.3%

tt̄ 50% 1.4% 2.4% 1.5% 1.2%

Effect on L
Luminosity 6.0% 6.0% 6.0% 6.0% 6.0%

Table 6.16: Summary of systematic uncertainties for the WZ → 3� cross section measurement.

6.5 Results

6.5.1 Single channel cross section

The WZ cross section measured in the fiducial region and extrapolated to the total

acceptance can be computed for each of the final states considered as

σ(pp → WZ +X)× BR(W → �ν)× BR(Z → ��) =
(Nobs −Nback) · (1− fτ )

A · �sim · ρ · L , (6.6)

140

from simulation

from cross check 
with data

Chapter 6. The measurement of the WZ production cross section

as systematic uncertainty and it amounts to 2.5%.

6.4.4 Systematic uncertainties summary

With reference to [107], the systematic uncertainties relevant for the σ(WZ) measurement

here presented are summarized in Table 6.16.

Also the effect of charge mis-identification on both electrons and muons has been consid-

ered and found negligible within the context of this analysis.

Source Systematic uncertainty eee eeµ µµe µµµ

Effect on F = A · �sim
Electron energy scale 2% 1.7% 0.25% 0.9% n/a

Muon pT scale 1% n/a 0.5% 0.2% 0.9%

MET Resolution 0.5% 0.5% 0.5% 0.5%

MET Scale 0.3% 0.2% 0.1% 0.1%

Pileup 3.1% 0.8% 1.6% 1.6%

PDF 1.0% 1.0% 1.0% 1.0% 1.0%

NLO effect 2.5% 2.5% 2.5% 2.5% 2.5%

Total uncertainty on F = A · �sim 4.5% 2.9% 3.3% 3.3%

Effect on ρWZ

Electron trigger 1.5% 1.5% 1.5% n/a n/a

Electron reconstruction 0.9% 2.7% 1.8% 0.9% n/a

Electron ID and isolation 2.5%(WP95), 3.2%(WP80) 5.9% 5.0% 3.2% n/a

Muon trigger 0.54% n/a n/a 1.08% 1.08%

Muon reconstruction 0.74% n/a 0.74% 1.48% 2.22%

Muon ID and isolation 0.74% n/a 0.74% 1.48% 1.94%

Total uncertainty on ρeff 6.7% 5.6% 4.2% 3.6%

Background estimation Effect on WZ yield

ZZ 7.5% 0.2% 0.5% 0.3% 0.5%

Zγ 13% 0.2% 0.% 0.2% 0.%

other 20% 0.1% 0.1% 0.07% 0.06%

Z + jets 20% 1.0% 0.3% 0.7% 0.3%

tt̄ 50% 1.4% 2.4% 1.5% 1.2%

Effect on L
Luminosity 6.0% 6.0% 6.0% 6.0% 6.0%

Table 6.16: Summary of systematic uncertainties for the WZ → 3� cross section measurement.

6.5 Results

6.5.1 Single channel cross section

The WZ cross section measured in the fiducial region and extrapolated to the total

acceptance can be computed for each of the final states considered as

σ(pp → WZ +X)× BR(W → �ν)× BR(Z → ��) =
(Nobs −Nback) · (1− fτ )

A · �sim · ρ · L , (6.6)

140

Chapter 6. The measurement of the WZ production cross section

as systematic uncertainty and it amounts to 2.5%.

6.4.4 Systematic uncertainties summary

With reference to [107], the systematic uncertainties relevant for the σ(WZ) measurement

here presented are summarized in Table 6.16.

Also the effect of charge mis-identification on both electrons and muons has been consid-

ered and found negligible within the context of this analysis.

Source Systematic uncertainty eee eeµ µµe µµµ

Effect on F = A · �sim
Electron energy scale 2% 1.7% 0.25% 0.9% n/a

Muon pT scale 1% n/a 0.5% 0.2% 0.9%

MET Resolution 0.5% 0.5% 0.5% 0.5%

MET Scale 0.3% 0.2% 0.1% 0.1%

Pileup 3.1% 0.8% 1.6% 1.6%

PDF 1.0% 1.0% 1.0% 1.0% 1.0%

NLO effect 2.5% 2.5% 2.5% 2.5% 2.5%

Total uncertainty on F = A · �sim 4.5% 2.9% 3.3% 3.3%

Effect on ρWZ

Electron trigger 1.5% 1.5% 1.5% n/a n/a

Electron reconstruction 0.9% 2.7% 1.8% 0.9% n/a

Electron ID and isolation 2.5%(WP95), 3.2%(WP80) 5.9% 5.0% 3.2% n/a

Muon trigger 0.54% n/a n/a 1.08% 1.08%

Muon reconstruction 0.74% n/a 0.74% 1.48% 2.22%

Muon ID and isolation 0.74% n/a 0.74% 1.48% 1.94%

Total uncertainty on ρeff 6.7% 5.6% 4.2% 3.6%

Background estimation Effect on WZ yield

ZZ 7.5% 0.2% 0.5% 0.3% 0.5%

Zγ 13% 0.2% 0.% 0.2% 0.%

other 20% 0.1% 0.1% 0.07% 0.06%

Z + jets 20% 1.0% 0.3% 0.7% 0.3%

tt̄ 50% 1.4% 2.4% 1.5% 1.2%

Effect on L
Luminosity 6.0% 6.0% 6.0% 6.0% 6.0%

Table 6.16: Summary of systematic uncertainties for the WZ → 3� cross section measurement.

6.5 Results

6.5.1 Single channel cross section

The WZ cross section measured in the fiducial region and extrapolated to the total

acceptance can be computed for each of the final states considered as

σ(pp → WZ +X)× BR(W → �ν)× BR(Z → ��) =
(Nobs −Nback) · (1− fτ )

A · �sim · ρ · L , (6.6)

140

Chapter 6. The measurement of the WZ production cross section

as systematic uncertainty and it amounts to 2.5%.

6.4.4 Systematic uncertainties summary

With reference to [107], the systematic uncertainties relevant for the σ(WZ) measurement

here presented are summarized in Table 6.16.

Also the effect of charge mis-identification on both electrons and muons has been consid-

ered and found negligible within the context of this analysis.

Source Systematic uncertainty eee eeµ µµe µµµ

Effect on F = A · �sim
Electron energy scale 2% 1.7% 0.25% 0.9% n/a

Muon pT scale 1% n/a 0.5% 0.2% 0.9%

MET Resolution 0.5% 0.5% 0.5% 0.5%

MET Scale 0.3% 0.2% 0.1% 0.1%

Pileup 3.1% 0.8% 1.6% 1.6%

PDF 1.0% 1.0% 1.0% 1.0% 1.0%

NLO effect 2.5% 2.5% 2.5% 2.5% 2.5%

Total uncertainty on F = A · �sim 4.5% 2.9% 3.3% 3.3%

Effect on ρWZ

Electron trigger 1.5% 1.5% 1.5% n/a n/a

Electron reconstruction 0.9% 2.7% 1.8% 0.9% n/a

Electron ID and isolation 2.5%(WP95), 3.2%(WP80) 5.9% 5.0% 3.2% n/a

Muon trigger 0.54% n/a n/a 1.08% 1.08%

Muon reconstruction 0.74% n/a 0.74% 1.48% 2.22%

Muon ID and isolation 0.74% n/a 0.74% 1.48% 1.94%

Total uncertainty on ρeff 6.7% 5.6% 4.2% 3.6%

Background estimation Effect on WZ yield

ZZ 7.5% 0.2% 0.5% 0.3% 0.5%

Zγ 13% 0.2% 0.% 0.2% 0.%

other 20% 0.1% 0.1% 0.07% 0.06%

Z + jets 20% 1.0% 0.3% 0.7% 0.3%

tt̄ 50% 1.4% 2.4% 1.5% 1.2%

Effect on L
Luminosity 6.0% 6.0% 6.0% 6.0% 6.0%

Table 6.16: Summary of systematic uncertainties for the WZ → 3� cross section measurement.

6.5 Results

6.5.1 Single channel cross section

The WZ cross section measured in the fiducial region and extrapolated to the total
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Systematic uncertainties
•  Energy scale:

 ECAL energy scale known to 0.6%(EB) and 1.5%(EE) assume 2% to be conservative

 Energy scale: from 2010 J/Psi and Z resonances error on absolute momentum scale < 1% 

• Acceptance: to account for PDF (1%) and NLO re-weighting (2.5%)

• Luminosity:  6% uncertainty
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as systematic uncertainty and it amounts to 2.5%.

6.4.4 Systematic uncertainties summary

With reference to [107], the systematic uncertainties relevant for the σ(WZ) measurement

here presented are summarized in Table 6.16.

Also the effect of charge mis-identification on both electrons and muons has been consid-

ered and found negligible within the context of this analysis.

Source Systematic uncertainty eee eeµ µµe µµµ

Effect on F = A · �sim
Electron energy scale 2% 1.7% 0.25% 0.9% n/a

Muon pT scale 1% n/a 0.5% 0.2% 0.9%

MET Resolution 0.5% 0.5% 0.5% 0.5%

MET Scale 0.3% 0.2% 0.1% 0.1%

Pileup 3.1% 0.8% 1.6% 1.6%

PDF 1.0% 1.0% 1.0% 1.0% 1.0%

NLO effect 2.5% 2.5% 2.5% 2.5% 2.5%

Total uncertainty on F = A · �sim 4.5% 2.9% 3.3% 3.3%

Effect on ρWZ

Electron trigger 1.5% 1.5% 1.5% n/a n/a

Electron reconstruction 0.9% 2.7% 1.8% 0.9% n/a

Electron ID and isolation 2.5%(WP95), 3.2%(WP80) 5.9% 5.0% 3.2% n/a

Muon trigger 0.54% n/a n/a 1.08% 1.08%

Muon reconstruction 0.74% n/a 0.74% 1.48% 2.22%

Muon ID and isolation 0.74% n/a 0.74% 1.48% 1.94%

Total uncertainty on ρeff 6.7% 5.6% 4.2% 3.6%

Background estimation Effect on WZ yield

ZZ 7.5% 0.2% 0.5% 0.3% 0.5%

Zγ 13% 0.2% 0.% 0.2% 0.%

other 20% 0.1% 0.1% 0.07% 0.06%

Z + jets 20% 1.0% 0.3% 0.7% 0.3%

tt̄ 50% 1.4% 2.4% 1.5% 1.2%

Effect on L
Luminosity 6.0% 6.0% 6.0% 6.0% 6.0%

Table 6.16: Summary of systematic uncertainties for the WZ → 3� cross section measurement.
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6.5.1 Single channel cross section

The WZ cross section measured in the fiducial region and extrapolated to the total

acceptance can be computed for each of the final states considered as

σ(pp → WZ +X)× BR(W → �ν)× BR(Z → ��) =
(Nobs −Nback) · (1− fτ )

A · �sim · ρ · L , (6.6)
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Cross section measurements
• Cross section measured in 1.09 fb-1 and extrapolated to full acceptance

 Considering l = e,µ only

 fτ = fraction of selected WZ decay channels containing a tau lepton  (≈7%)

 Poisson 68% CL statistical error
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6.5. Results

The value measured in
�
L dt = 1.09fb−1 of integrated luminosity in the four channels

eee, eeµ, µµe and µµµ are reported in Table 6.17.

channel Nobs Nbkg σ × BR (pb)

eeeν 16 2.69 0.081+0.029
−0.022(stat)± 0.007(syst)± 0.005(lumi)

eeµν 17 2.85 0.065+0.022
−0.017(stat)± 0.004(syst)± 0.004(lumi)

µµeν 13 2.12 0.061+0.025
−0.018(stat)± 0.003(syst)± 0.004(lumi)

µµµν 20 3.04 0.072+0.022
−0.017(stat)± 0.004(syst)± 0.004(lumi)

Table 6.17: Number of observed WZ candidate events in the individual final states. The statistical errors

account for Poisson 68% C.L. intervals. The background event yield is listed for each channel, accounting

also for WZ to taus contribution. The cross sections computed correspond to
�
L dt = 1.09fb−1.

6.5.2 Cross Section Combination

The inclusive σ(WZ) measurement is obtained as the combination of the different Nsigi

observations performed on the subset of ith decay channels, assuming that Nsigi is dis-

tributed following a Poisson distribution of mean = σ×BRi(Ai�iL), where the branching
ratio of each channel BRi is known

σ × BRi =
Nsigi

Ai · �i · L
(6.7)

This assumption is particularly suitable when dealing with small statistical samples,

whose fluctuations are well described by Poisson pdf .

Through the Maximum Likelihood method the best unbiased estimator of the combination

can be computed. It corresponds to

σ =

�
i Nsigi

L ·
�

i (BRiAi�i)
(6.8)

By following this approach, the inclusive WZ production cross section extrapolated to

the full acceptance is

σ(WZ) = 19.11+3.30
−2.53(stat.)± 1.10(syst.)± 1.15(lumi.)pb (6.9)

where the statistical errors correspond to Poisson 68% C.L. intervals. The systematic

errors quoted account for the correlation between the systematic uncertainties, namely

• among all channels:

- The PDF and NLO uncertainties on the acceptance of the selection criteria;
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where Nsig is the number of observed signal events, A represents the fiducial accep-

tance of the signature looked for with respect to the acceptance of the extrapolation, � is

the selection efficiency for the events in the acceptance and L is the integrated luminosity.

The value of A is affected by the PDF and other theoretical uncertainties, while the

value of � is susceptible to errors from triggering and reconstruction.

In order to control the uncertainties on �, the efficiencies obtained from the simulation

(�sim) are corrected with factors (ρ) computed as the efficiency ratios ρ = �data/�sim,

derived by measuring �data and �sim in the same way on simulation and data respectively

(see section 6.4.1).

A×� in equation 6.3 can be thus replaced by A×�sim×ρ, where A×�sim is the fraction of

the WZ events decaying in electron and muon only final states generated in the kinematic

range MZ within [60,120]GeV/c2, pTW >20 GeV/c.

The values of A · �sim and ρ are given in Table 6.10 for each of the four channels. The

correction factors ρ computed for the efficiency on the WZ event selection are measured

in section 6.4.1.

Channel A · �sim ρ

eee 0.154± 0.001(stat) 0.97± 0.08
eeµ 0.200± 0.001(stat) 1.00± 0.06
µµe 0.173± 0.001(stat) 0.94± 0.05
µµµ 0.224± 0.001(stat) 0.97± 0.05

Table 6.10: A · �sim and ρeff per channel

Moreover, the number of signal events Nsig is not directly measured, but it is obtained

by subtracting the estimated number of background events Nbkg from the observed num-

ber of selected WZ candidate events Nobs.

WZ to taus background is also taken into account and subtracted as a fraction of Nsig

itself, where fτ is the fraction of WZ to taus events estimated from MC and given in

Table 6.9. In such a way this background is subtracted as a fraction of the same WZ

cross section that is being measured and does not depend on the WZ MC cross section.

Equation 6.3 can therefore be rewritten as

σ =
(Nobs −Nback) · (1− fτ )

A · �sim · ρ · L , (6.4)
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Inclusive cross section
• Maximum Likelihood with Nsig ≈ Poisson distribution

 correlation between systematic uncertainties included
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6.5. Results
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6.5.2 Cross Section Combination

The inclusive σ(WZ) measurement is obtained as the combination of the different Nsigi

observations performed on the subset of ith decay channels, assuming that Nsigi is dis-

tributed following a Poisson distribution of mean = σ×BRi(Ai�iL), where the branching
ratio of each channel BRi is known

σ × BRi =
Nsigi
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whose fluctuations are well described by Poisson pdf .

Through the Maximum Likelihood method the best unbiased estimator of the combination

can be computed. It corresponds to

σ =

�
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L ·
�
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(6.8)

By following this approach, the inclusive WZ production cross section extrapolated to

the full acceptance is

σ(WZ) = 19.11+3.30
−2.53(stat.)± 1.10(syst.)± 1.15(lumi.)pb (6.9)

where the statistical errors correspond to Poisson 68% C.L. intervals. The systematic

errors quoted account for the correlation between the systematic uncertainties, namely

• among all channels:

- The PDF and NLO uncertainties on the acceptance of the selection criteria;
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Figure 6.23: Black dots: inclusive WZ production NLO cross section in pp and pp̄ collisions from [11].

Measurements from CDF [22], D0 [23], ATLAS [24] already presented in Table 6.18 are shown with

colored squares and triangles. The corresponding theoretical NLO cross sections quoted in the CDF, D0

and ATLAS papers are reported for comparison, shown with black empty symbols. The measured values

are shown shifted with respect to the x axis, to avoid the overlapping between different results. CDF and

D0 measured σ(WZ) in pp̄ collisions at
√
s=1.96 TeV, CMS and ATLAS in pp collisions at

√
s=7 TeV.

The σ(WZ) measured with CMS in this thesis is shown with a green circle, to be compared with black

dots for σNLO(pp).

With 2012 data taking, likely at the centre-of-mass energy increased to 8 TeV, the higher

WZ production and higher integrated luminosity would make it possible to measure the

TGCs providing the most accurate results, to be compared with LEP ones. Tevatron

potentialities are indeed already overcome by the LHC and anyway its operation will not

continue in the future.
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Comparison with CMS public analysis

• Different selection working points

• Inclusive cross section measured as

36

σ = 18.8 ± 2.6(stat.) ± 1.0(syst.) ± 1.1 pb

extrapolated to full acceptance

σ = 17.0 ± 2.4(stat.) ± 1.1(syst.) ± 1.1 pb

extrapolated to Mll in [60, 120]GeV/c2

Chapter 6. The measurement of the WZ production cross section

In [25] both tt̄ and Z + jets contributions were measured with a fully data driven tech-

nique, by means of the “Matrix-Method”.

The event yield obtained channel by channel in both the analyses is compared in Ta-

ble 6.19, in terms of the number of observed signal events (Nobs), the number of back-

ground events estimated either from MC or data driven techniques (Nbkg) and the WZ

event yield from MC.

chapter 6.5 results CMS public analysis [25]

channel Nobs Nbkg WZMC Nobs Nbkg WZMC

eeeν 16 2.69 11.95 22 2.98 14.47
eeµν 17 2.85 15.50 20 3.63 17.40
µµeν 13 2.12 13.39 13 2.03 13.95
µµµν 20 3.04 17.34 20 3.15 18.56

Table 6.19: Channel by channel event yield for observed WZ candidates, backgrounds and MC signal
events, corresponding to

�
L dt = 1.09fb−1. Nbkg includes the WZ to taus contribution. The comparison

is presented for the WZ analysis search described in this thesis (on the left) and the CMS public one (on
the right).

The selection used in this thesis work appears to be slightly tighter, therefore leading

to less observed events, particularly for the Z → ee channels, but also to smaller back-

ground event yield.

To compute the inclusive production cross section, the estimate presented in chapter 6.5

relies on the Maximum Likelihood method assuming that the number of signal events

in each channel (Ni) follows a Poisson distribution of mean = σ × BRi(Ai�iL), while
in [25] σ(WZ → 3l) is computed as weighted mean of the cross sections measured in each

leptonic channel. The latter can be expressed as a linear combination of the channel by

channel measured σi, with weighting factors (wi), under the constraint
�4

i=1 wi = 1, as

σ(WZ → 3l) = w1 · σWZ→eeeν + w2 · σWZ→eeµν + w3 · σWZ→µµeν + w4 · σWZ→µµµν (6.10)

Both results are quoted with errors that include the contribution of the correlated sys-

tematic uncertainties, namely through the covariance matrix (Σ).

Σ can be obtained [116] as a function of the error matrix E defined as

E =
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In [25] both tt̄ and Z + jets contributions were measured with a fully data driven tech-
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Conclusions and outlook
• Cosmic ray muons used to check the ECAL energy scale 

 CFT-09-005

• Electron track-seeds commissioning with first collision data

 EGM-10-001

 EGM-10-004

• WZ diboson production carefully studied σ(pp -> WZ+X) measured with 1.09 fb-1 

 EWK-11-010

• A first important result towards further multiboson measurement

• Higher statistic available: 

 already 5 fb-1 registered within 2011

 target for 2012 15 fb-1 at 8TeV

o more precise measurements

o possibility to be competitive also in the measurement of TGC

o exploit diboson precision measurements
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dE/dx approximation
• Stopping power for muons parametrized as  f(E) = <-dE/dx> = a(E) + b(E) E

 a(E) due to collisions with atomic electrons

 b(E) due to radiative processes (bremsstrahlung, pair production, photo-nuclear interactions) 

• ∆E/∆x ≈ dE/dx if ∆f/f ≤ desired relative precision on the measurement (order percent)

• ∆f/f = [ (dE/dx)coll + (dE/dx)rad ] ∆x

 (dE/dx)coll maximum value expected at 5 GeV/c (2.6 10-5 cm2/g)

 (dE/dx)rad ≈ bE, at 1 TeV/c (1.6 10-5 cm2/g)

 ∆x ≈ 180 g/cm2

• Valid approximation also with large event by event fluctuations  (on average  dE << E)

• ∆f/f everywhere smaller than other systematic uncertainties 
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Electron efficiencies - simulation
• Seeding (pT > 2 GeV/c)

• Electron (pT > 2 GeV/c)
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3.2. The objects reconstruction

This ECAL driven electron seeding strategy is very efficient for isolated electrons with peT >∼ 10 GeV/c. At lower
peT , the φ window used for the superclusters starts to be too small and some electrons which radiates leads to
electron and photon clusters more separated than 0.3 rad in the magnetic field. Moreover, for the cases of electrons
in jets, the energy collected in the superclusters may include some neutral contribution from the jets therefore
biasing the energy measurement used to seed electron tracks. For these reasons, the above seeding strategy is
complemented by a tracker driven algorithm, developed in the context of the particle-flow event reconstruction [17].
The tracker driven seeding starts from the high purity tracks, and makes use of the particle flow clustering which
exploits the fine ECAL granularity.

The tracker driven seeding algorithm, described in details in [13], can be illustrated with two extreme cases. When
an electron does not radiate energy by bremsstrahlung while traversing the tracker, it gives rise to a single cluster
in the ECAL and its track is often well reconstructed by the standard (MIP) Kalman Filter which is able in these
cases to collect hits up to the ECAL entrance. The track can then be matched with a particle flow cluster, and
its momentum compared to the cluster energy forming an E/p ratio. If this ratio is close to unity, the seed of the
track is promoted to electron seed. Alternatively, when an electron undergoes a significant bremsstrahlung, the
standard Kalman Filter is not able to follow the change of curvature, and the track has a small number of hits,
and a large χ2. Thus, using the tracker as a preshower, and exploiting the differences of characteristics between a
pion track and an electron track reconstructed with the standard Kalman Filter algorithm, the electron tracks can
be selected. The variety of situations between the two extreme cases illustrated here requires a treatment more
sophisticated than what was just described. In practice, a refined treatment of the track is applied, and the pure
tracking observables are combined with the ECAL-track matching quality variables in a single discriminator with
a multivariate analysis.

Seeds from the two algorithms are then merged in a single collection, keeping track of the seed provenance.
Figure 2 shows the resulting seeding efficiency as a function of generated electron ηe and peT for electrons from a
sample of Z→ee decays. The separate contribution of each algorithm is also shown.
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Figure 2: Electron seeding efficiency (solid line) as a function of (a) generated electron ηe and (b) generated
electron peT for a sample of electrons with uniform distibution in ηe and peT and for peT > 2 GeV/c . The individual
contributions from the ECAL driven (dashed line) and from the tracker driven seeding algorithms are also shown,
as well as a zoom of the region peT < 11 GeV/c.

Although the tracker driven seeding has been primarily developed and optimised for non isolated electrons, it
brings additional efficiency on isolated electrons, in particular in the ECAL crack regions (η � 0 and |η| � 1.5)
and, as expected, at low peT . At 5 GeV/c, the seeding efficiency is increased by 12.5% by combining with tracker
driven seeds. Below this value, the seeding efficiency is entirely dominated by the tracker driven seeds and at high
peT , the additional efficiency brought by the tracker driven approach is at the 1-2% level.

The seeding performance have been also evaluated for the case of non isolated electrons. Figure 3 presents the
seeding efficiency for electrons and pions with peT > 2 GeV/c as a function of ηe and peT on a sample of electrons
from b-jets with phatT within 20-120 GeV/c. As can be expected, the seeding efficiency for non-isolated electrons
is much improved by the tracker driven seeding. Overall, an efficiency of 77% for electrons and 10.5% for pions
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This ECAL driven electron seeding strategy is very efficient for isolated electrons with peT >∼ 10 GeV/c. At lower
peT , the φ window used for the superclusters starts to be too small and some electrons which radiates leads to
electron and photon clusters more separated than 0.3 rad in the magnetic field. Moreover, for the cases of electrons
in jets, the energy collected in the superclusters may include some neutral contribution from the jets therefore
biasing the energy measurement used to seed electron tracks. For these reasons, the above seeding strategy is
complemented by a tracker driven algorithm, developed in the context of the particle-flow event reconstruction [17].
The tracker driven seeding starts from the high purity tracks, and makes use of the particle flow clustering which
exploits the fine ECAL granularity.

The tracker driven seeding algorithm, described in details in [13], can be illustrated with two extreme cases. When
an electron does not radiate energy by bremsstrahlung while traversing the tracker, it gives rise to a single cluster
in the ECAL and its track is often well reconstructed by the standard (MIP) Kalman Filter which is able in these
cases to collect hits up to the ECAL entrance. The track can then be matched with a particle flow cluster, and
its momentum compared to the cluster energy forming an E/p ratio. If this ratio is close to unity, the seed of the
track is promoted to electron seed. Alternatively, when an electron undergoes a significant bremsstrahlung, the
standard Kalman Filter is not able to follow the change of curvature, and the track has a small number of hits,
and a large χ2. Thus, using the tracker as a preshower, and exploiting the differences of characteristics between a
pion track and an electron track reconstructed with the standard Kalman Filter algorithm, the electron tracks can
be selected. The variety of situations between the two extreme cases illustrated here requires a treatment more
sophisticated than what was just described. In practice, a refined treatment of the track is applied, and the pure
tracking observables are combined with the ECAL-track matching quality variables in a single discriminator with
a multivariate analysis.

Seeds from the two algorithms are then merged in a single collection, keeping track of the seed provenance.
Figure 2 shows the resulting seeding efficiency as a function of generated electron ηe and peT for electrons from a
sample of Z→ee decays. The separate contribution of each algorithm is also shown.
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Although the tracker driven seeding has been primarily developed and optimised for non isolated electrons, it
brings additional efficiency on isolated electrons, in particular in the ECAL crack regions (η � 0 and |η| � 1.5)
and, as expected, at low peT . At 5 GeV/c, the seeding efficiency is increased by 12.5% by combining with tracker
driven seeds. Below this value, the seeding efficiency is entirely dominated by the tracker driven seeds and at high
peT , the additional efficiency brought by the tracker driven approach is at the 1-2% level.

The seeding performance have been also evaluated for the case of non isolated electrons. Figure 3 presents the
seeding efficiency for electrons and pions with peT > 2 GeV/c as a function of ηe and peT on a sample of electrons
from b-jets with phatT within 20-120 GeV/c. As can be expected, the seeding efficiency for non-isolated electrons
is much improved by the tracker driven seeding. Overall, an efficiency of 77% for electrons and 10.5% for pions

3

Figure 3.5: Expected electron seeding efficiency (solid line) as a function of generated electron ηe (left) and
generated electron p

e
T , for a sample of electrons with uniform distribution in ηe and p

e
T for p

e
T > 2GeV/c.

The individual contributions from the ecal-driven (dashed line) and from the tracker-driven seeding

algorithms are also shown, as well as a zoom of the region p
e
T <11 GeV/c.

The seeds obtained with the tracker-driven and ecal-driven procedures are merged into

a unique collection, keeping memory of their origin. The result is further filtered with

a seed-cleaning to avoid the duplication of seeds found by both algorithms. The GSF

tracking is finally run on the merged collection of seeds.

Electrons pre-selection

Electron candidates are built associating reconstructed GSF tracks to their corresponding

superclusters, both for the ecal-driven and tracker-driven seeding methods.

Candidates are then preselected, relying on track-cluster matching criteria, in order to

reduce the rate of jets faking electrons. The preselection is made very loose so to maximize

the reconstruction efficiency and satisfy a large number of possible analyses.

For the ecal-driven electrons, H/E
4
<0.15 GeV and ET >4 GeV are already required at the

seeding level. In addition to this, the track-cluster compatibility is ensured by means of

the requirements |∆ηin| <0.02 and |∆φin| < 0.15, where ∆η is measured as |ηsc−ηextrap.| 5

and similarly for ∆φ.

The reconstruction efficiency as obtained from MC is shown in Figure 3.6 for a sample of

Z → ee decays with uniform ηe and p
e
T distributions and p

e
T >2 GeV/c. The efficiencies

are plotted as a function of generated electron ηe and p
e
T . The reconstructed electrons

are required to match the generated ones in charge and in direction within a cone of size

∆R =0.05. The efficiency is above �90% over the entire η range apart from the crack

regions |η| �1.5 and η �0. The reconstruction efficiency rises steeply to reach �90% for

4
Where H is the energy deposited in the HCAL towers in a cone of radius ∆R =0.15 centered on the

electromagnetic supercluster position and E is the energy of the electromagnetic supercluster.
5
The sc label refers to the supercluster energy weighted position. The extrap. label refers to the po-

sition of closest approach to the supercluster, obtained by extrapolating the innermost track parameters.
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peT �10 GeV/c and then more slowly reaching a plateau of �95% for peT =30 GeV/c. The

contribution of the ecal-driven and tracker-driven electrons is shown separately.

Figure 10 shows the electron reconstruction efficiency after the preselection as a function of generated electron ηe
and peT for electrons with uniform ηe and peT distributions with peT > 2 GeV/c. The reconstructed electrons are
required to match generated electrons in charge and in direction within a cone of size ∆R = 0.05. The efficiency
is above � 90% over the entire η range apart from the crack regions |η| � 1.5 and η � 0. The reconstruction
efficiency rises steeply to reach � 90% for peT � 10GeV/c and then more slowly reaching a plateau of � 95% for
peT = 30 GeV/c. The reconstruction efficiency after preselection for non-isolated electrons is presented in Fig. 11
for electrons and pions with pT > 2 GeV/c as a function of η and pT on a sample of electrons from b-jets with
phatT within 20-120 GeV/c. Overall, an efficiency of 70% for electrons and 3.2% for pions is obtained.
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Figure 10: Electron efficiency after preselection (solid line) as a function of (a) generated electron ηe and (b)
generated electron peT for a sample of di-electrons events with uniform distibution in ηe and peT and with peT >
2GeV/c. The individual contributions from ECAL seeded electrons (dashed line) and from tracker seeded electrons
(dotted line) are also shown, as well as a zoom of the region peT < 10.5 GeV/c.
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Figure 11: Preselection performance for non-isolated electrons from a sample of b-jets with phatT within 20-120
GeV/c as a function of (a) generated |ηe| and (b) generated peT . Efficiencies are shown for electrons (plain markers)
and pions (empty markers) as well as for the individual contributions from seeding (squares) and preselection
(triangles) steps.

The background for isolated electrons is constituted by jets faking electrons due to π± interacting in the ECAL
and π0/π± overlap as well as real electrons from heavy flavors decays or from conversions from photons from π0

decays. The fake rate defined as the fraction of reconstructed jets matched with a reconstructed electron is presented
on Fig. 12 as a function of the reconstructed jet η. Jets are reconstructed using the iterative cone algorithm. A cone
size of 0.3 is used to match reconstructed jets with reconstructed electrons.
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Figure 10 shows the electron reconstruction efficiency after the preselection as a function of generated electron ηe
and peT for electrons with uniform ηe and peT distributions with peT > 2 GeV/c. The reconstructed electrons are
required to match generated electrons in charge and in direction within a cone of size ∆R = 0.05. The efficiency
is above � 90% over the entire η range apart from the crack regions |η| � 1.5 and η � 0. The reconstruction
efficiency rises steeply to reach � 90% for peT � 10GeV/c and then more slowly reaching a plateau of � 95% for
peT = 30 GeV/c. The reconstruction efficiency after preselection for non-isolated electrons is presented in Fig. 11
for electrons and pions with pT > 2 GeV/c as a function of η and pT on a sample of electrons from b-jets with
phatT within 20-120 GeV/c. Overall, an efficiency of 70% for electrons and 3.2% for pions is obtained.
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Figure 10: Electron efficiency after preselection (solid line) as a function of (a) generated electron ηe and (b)
generated electron peT for a sample of di-electrons events with uniform distibution in ηe and peT and with peT >
2GeV/c. The individual contributions from ECAL seeded electrons (dashed line) and from tracker seeded electrons
(dotted line) are also shown, as well as a zoom of the region peT < 10.5 GeV/c.
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Figure 11: Preselection performance for non-isolated electrons from a sample of b-jets with phatT within 20-120
GeV/c as a function of (a) generated |ηe| and (b) generated peT . Efficiencies are shown for electrons (plain markers)
and pions (empty markers) as well as for the individual contributions from seeding (squares) and preselection
(triangles) steps.

The background for isolated electrons is constituted by jets faking electrons due to π± interacting in the ECAL
and π0/π± overlap as well as real electrons from heavy flavors decays or from conversions from photons from π0

decays. The fake rate defined as the fraction of reconstructed jets matched with a reconstructed electron is presented
on Fig. 12 as a function of the reconstructed jet η. Jets are reconstructed using the iterative cone algorithm. A cone
size of 0.3 is used to match reconstructed jets with reconstructed electrons.

8

Figure 3.6: The reconstruction efficiency as obtained from MC after preselection (solid line) as a function
of generated electron ηe (left) and generated electron peT (right). A sample of di-electrons events with
uniform distribution in ηe and peT with peT >2 GeV/c is used. The individual contributions from ECAL
seeded electrons (dashed line) and from tracker seeded electrons (dotted line) are also shown, as well as
a zoom of the region peT <10.5 GeV/c.

Momentum determination

The electron momentum is best estimated if the energy measured in the ECAL is combined

with the momentum provided by the tracker. In accordance to the respective sensitivity

to bremsstrahlung induced effects, E and p are either combined or only one measurement

is used.

The ECAL measurement in general dominates the resolution, however as can be expected,

the tracker measurement is more effective at low energies as well as in those regions where

the precision of the ECAL measurement is poor.

In Figure 3.7, the normalized effective rms of the momentum estimate for electrons in the

ECAL barrel (left) and in the ECAL endcaps (right) is shown. The measurements pro-

vided by the ECAL and tracker alone as well as the combination of the two are reported.

3.2.3 Lepton identification and isolation

The ability to distinguish particles belonging to high interest physic processes, from fake

signals and background decay products, is of primary importance for physics analyses.

For this purpose, quality criteria are defined for each reconstructed particle. Identification

(Id) and isolation (Iso) criteria are used. They are optimized depending on the kinematics

and topology of the signal and associated backgrounds, to better cope with the specific

demands of each physics analysis.

Pure leptonic final states are usually characterized by well defined signals isolated in

the detector and satisfy high quality criteria. On the contrary leptons which are fakes
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Residual bias in the forward region
• FPixel: small offset (unresolved double peak)        TEC: visible double peak

 Δφ is correctly estimated for each charge hypothesis, but wrongly assigned                       
same Measured hit but different Expected positions
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Final validation with 14.5pb-1

• Selected W -> e nu sample of high purity: 

 MET > 25 GeV 

 no Jet (pfJets, pT > 15 GeV/c)

 1 only reconstructed vertex (to get rid of pileUP effects)

 electron pT > 25 GeV/c

 electron-MET system: 

o DPhi > π/2

o 40 < MT < 100 GeV/c2

 WP 80% electrons are considered:

o NO ∆φ, ∆η cuts applied
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Figure 2: Kinematical distributions of the selected events: (a,c) missing transverse energy, and (b,d) transverse
mass of the (lepton, MET) system. The MC distribution is also shown, normalized to the integrated luminosity of
data sample. No QCD events survive the selection.
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The contributions to the different combinations of first-second seeding hits in the tracker layers for the selected
electron candidates are quoted in Table 4.

layers combination number of electron candidates
EB + EE EB EE

BPIX-BPIX 7105 5765 1340
BPIX-FPIX 1478 9 1469
FPIX-FPIX 11 0 11
FPIX-TEC 31 0 31
TEC-TEC 0 0 0

Table 4: Contributions of first-second seeding layers for the selected electron candidates.

The number of electrons reconstructed with both seeding hits in the forward region is seen to be strongly suppressed
by the applied electron selection and in particular the conversion veto.

4 Commissioning of the ECAL driven seeding algorithm
At the beginning of the data taking, a mis-alignment of several millimeters of the ECAL detectors with respect to
the tracker was measured in the endcaps parts of the ECAL using the preshower [7]. The mis-alignment of the
ECAL endcaps was also identified as leading to strong differences in track-cluster geometrical matching variables
and in particular δη. As the seeding algorithm performs a track-cluster matching on the innermost tracker layers,
the seeding distributions and in particular the ones related to the longitudinal projection were also affected by this
initial mis-alignment.

Figure 3 presents the distribution of the difference between the predicted position and measured hit position in the
second layer of pixels for electrons with ECAL-driven seeds and for the r−z projection in the forward region. The
data correspond to an integrated luminosity of Lint = 198 nb−1. The simulation distribution is shown for the case
of a perfect tracker-ECAL alignment and after a reprocessing with a geometry taking into account the initial ECAL
mis-alignment as determined from the preshower measurements. The simulation distributions are normalized to
the total number of events in the data. The background from QCD di-jet events is negligible. The mis-alignment
effect is clear on this variable with a much better agreement obtained with the simulation including the initial
mis-alignment although at this stage the agreement is still not perfect. The alignment constants have been updated
afterwards based on the analysis of ∼ 2.7 pb−1 and the observed track-cluster geometrical matching variables δη
and δφ distributions of electron candidates from tagged W events. From now on, these updated alignment constants
are used in the results shown.

 (cm)2r!electron 
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2N

b.
 o

f e
le

. c
an

di
da

te
s/

0.
01

9 
cm

0

20

40

60

80

100

120

140

160

180

200

Data 
W
W ideal

CMS Preliminary 2010
 = 7 TeVs

-1 L dt = 198 nb"

Figure 3: Difference between the predicted and measured hit position in the second layer of pixels for electrons
with ECAL-driven seeds and for the r − z projection in the forward region. The MC distributions are shown
for a perfect alignment (gray hashed histogram) and for the alignment as determined from the initial preshower
measurement (blue filled histogram). The simulation distributions are normalized to the number of events in the
data sample.
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Events yield
• Event yields in 1.09/fb 
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6.2. The WZ event selection

channel DATA WW WZ ZZ tt̄ Zγ QCD Zbb Z + jets S+B(MC)

Preselection: HLT requirement + 3 leptons pT > 20,10,10 GeV/c + Vtx compatibility
combined 84978 25.12 159.36 36.89 1137.56 2207.03 36347.7 1131.61 29311.8 74216.71

eee 14086 5.96 38.55 9.57 209.27 925.49 3613.75 263.16 7663.85 12729.6
eeµ 9423 3.54 36.63 4.60 214.95 74.08 4324.97 196.64 2724.96 7580.36
µµe 31209 12.53 44.57 14.13 503.82 1111.81 11914. 464.42 15278.7 29343.99
µµµ 35415 3.56 43.26 10.02 340.40 119.55 19589.3 262.90 4193.76 24562.76

step 4: Z selection
combined 24035 9.88 128.06 29.83 346.1 1458.72 0 838.31 21152.2 23963.16
Z → ee 9547 3.82 59.69 11.23 149.43 646.01 0 346.61 7962.58 9179.38
Z → µµ 14493 6.07 68.36 18.60 196.66 646.01 0 491.69 13189.7 14783.78
step 5: 3rd lepton selection
combined 152 0.05 83.10 20.26 2.15 8.94 0. 1.47 16.41 132.38

eee 36 0.02 17.11 4.79 0.45 4.65 0. 0.4 8.89 36.32
eeµ 34 0.03 21.99 2.21 0.84 0.16 0. 0.34 1. 26.57
µµe 41 0. 19.15 7.09 0.4 4.13 0. 0.27 4.67 35.71
µµµ 41 0. 24.84 6.17 0.47 0. 0. 0.46 1.83 33.78

step 6: 2ndZ veto
combined 140 0.05 83.09 11.98 2.15 8.94 0. 1.47 16.41 124.09

eee 36 0.02 17.11 3.1 0.45 4.65 0. 0.4 8.89 34.62
eeµ 29 0.03 21.99 2.0 0.83 0.16 0. 0.34 1. 26.36
µµe 35 0. 19.15 3.29 0.4 4.13 0. 0.27 4.67 31.92
µµµ 40 0. 24.84 3.58 0.47 0. 0. 0.46 1.84 31.19

step 7: MET cut
combined 66 0.05 58.18 2.84 1.81 0.32 0. 0.18 1.47 64.86

eee 16 0.02 11.95 0.44 0.38 0.16 0. 0.03 0.64 13.63
eeµ 17 0.03 15.50 0.85 0.7 0. 0. 0.06 0.18 17.33
µµe 13 0. 13.39 0.45 0.33 0.16 0. 0.04 0.37 14.73
µµµ 20 0. 17.34 1.10 0.4 0. 0. 0.05 0.27 19.17

Table 6.6: Observed and expected signal and background yields at the different step of the selection. The
numbers correspond to an integrated luminosity of 1.09/fb.
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Figure 6.17: Number of events at each step of the event selection. The simulated distributions are
normalized to the luminosity in data (1.09/fb).
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Z+jets - matrix method
• 2 samples corresponding to different level of selections:

 tight-cut sample: events passing all the signal extraction cuts

 relaxed-cut sample: as tight-cut with Isolation on Wlepton removed

 efficiency for TRUE          (FAKE) lepton to pass the Isolation cut, both measured from data

• εtight: select a Z enriched sample:  signal + Zjets and  W+jets + tt as backgrounds

 SF OS, pT>10GeV/c, satisfying the loose-cut selection, with Mll in [60,120]GeV/c2 

 exactly one Z candidate required

 N = events in the Mwindow

 B = background as linearly fitted in [70-80], [100-110]GeV/c2

44

Nloose = Nlep + NjetNtight = �tightNlep + PfakeNjet, (4)

�tight =
2(NTT − BTT)

(NTF − BTF) + 2(NTT − BTT)

both leptons Isolated1 lepton Isolated, other not



Z+jets - matrix method
• Pfake measurement: select W+jets sample from data and use Tag&Probe

 (Tag) Wlepton: pT>20GeV/c, tight ID+ISO, matched to HLT lepton

 Event requirements: MET>20GeV,     W candidate MT > 20GeV

 (Probe) the only remaining loose-cut lepton, with OF SS wrt Tag 

o to get rid of Z,WW still tt contamination

• Expected number of events in 1.09/fb

45

accounts for both 

Z+jets and tt

102 Chapter 6. The measurement of the WZ production cross section

Type �tight ·Nlep Pfake ·Njet

eee 20.24 ± 4.76 1.76 ± 0.67
eeµ 17.46 ± 4.56 2.54 ± 0.86
µµe 11.40 ± 3.67 1.60 ± 0.58
µµµ 17.82 ± 4.54 2.18 ± 0.76

Table 6.8: Expected numbers of events for 1092 pb
−1

of data.

The tt̄ from control region

Within the same CMS Analysis Note AN-11-259 [4] the tt̄ background as well was measured

from data, in a control region corresponding to the signal extraction cuts but

• reverting the isolation cut on the less isolated lepton (greater than 1.5);

• cutting on the b-tag discriminant6 value (greater than 2.5);

The MC event yield in the control region is used to extrapolate the tt̄ contribution in the

signal region by:

tt̄SR(Data) =
YCR(Data)

YCR(MC)
× tt̄SR(MC), (6.3)

where the suffixes SR and CR refer to signal and control region, respectively. The resulting

tt̄ event yield estimate in data for all the four decay channnels are reported in table 6.9.

Channels MC yield (control) Data yield (control) MC tt̄ (signal) Result tt̄ (signal)

eee 3.76±0.04 4±2 0.45±0.04 0.48±0.25
eeµ 10.73±0.05 9±3 0.73±0.04 0.61±0.21
µµe 14.41±0.05 22±4.69 0.24±0.04 0.37±0.10
µµµ 28.16±0.05 31±5.57 0.38±0.04 0.24±0.09

Table 6.9: tt̄ background yields estimated in data through a control region.

This background control method has been validated with a closure test on data.

Backgrounds estimate from data driven techniques

Due to the reduced sample size, the Z+Jets as produced in the MC simulation cannot provide

a fully reliable background expectation in each of the final state channels, while the expected

yield for the tt̄ proved fully compatible with the results estimated in the control region. The

event yield for both these backgrounds is taken from the MC, for the Z+Jets in particular the

mme channel is assigned the same weight than the eee one and a 50% uncertainty is assumed.

6
discriminating variable provided by the b-tagging Track Counting High Efficiency algorithm [37] applied to

the jet with highest pT in the event



Systematic uncertainties
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Chapter 6. The measurement of the WZ production cross section

as systematic uncertainty and it amounts to 2.5%.

6.4.4 Systematic uncertainties summary

With reference to [107], the systematic uncertainties relevant for the σ(WZ) measurement

here presented are summarized in Table 6.16.

Also the effect of charge mis-identification on both electrons and muons has been consid-

ered and found negligible within the context of this analysis.

Source Systematic uncertainty eee eeµ µµe µµµ

Effect on F = A · �sim
Electron energy scale 2% 1.7% 0.25% 0.9% n/a

Muon pT scale 1% n/a 0.5% 0.2% 0.9%

MET Resolution 0.5% 0.5% 0.5% 0.5%

MET Scale 0.3% 0.2% 0.1% 0.1%

Pileup 3.1% 0.8% 1.6% 1.6%

PDF 1.0% 1.0% 1.0% 1.0% 1.0%

NLO effect 2.5% 2.5% 2.5% 2.5% 2.5%

Total uncertainty on F = A · �sim 4.5% 2.9% 3.3% 3.3%

Effect on ρWZ

Electron trigger 1.5% 1.5% 1.5% n/a n/a

Electron reconstruction 0.9% 2.7% 1.8% 0.9% n/a

Electron ID and isolation 2.5%(WP95), 3.2%(WP80) 5.9% 5.0% 3.2% n/a

Muon trigger 0.54% n/a n/a 1.08% 1.08%

Muon reconstruction 0.74% n/a 0.74% 1.48% 2.22%

Muon ID and isolation 0.74% n/a 0.74% 1.48% 1.94%

Total uncertainty on ρeff 6.7% 5.6% 4.2% 3.6%

Background estimation Effect on WZ yield

ZZ 7.5% 0.2% 0.5% 0.3% 0.5%

Zγ 13% 0.2% 0.% 0.2% 0.%

other 20% 0.1% 0.1% 0.07% 0.06%

Z + jets 20% 1.0% 0.3% 0.7% 0.3%

tt̄ 50% 1.4% 2.4% 1.5% 1.2%

Effect on L
Luminosity 6.0% 6.0% 6.0% 6.0% 6.0%

Table 6.16: Summary of systematic uncertainties for the WZ → 3� cross section measurement.

6.5 Results

6.5.1 Single channel cross section

The WZ cross section measured in the fiducial region and extrapolated to the total

acceptance can be computed for each of the final states considered as

σ(pp → WZ +X)× BR(W → �ν)× BR(Z → ��) =
(Nobs −Nback) · (1− fτ )

A · �sim · ρ · L , (6.6)

140



D0:  WZ and TGC 2011
• At Tevatron (√s = 1.96TeV, p-pbar) multiple diBoson topologies are exploited

• WZ for instance: first observation at CDF with 1.1fb-1  arXiv:hep-ex/0702027v1

• Current results (HCP 2011)

• D0 TGC limits from WZ-> lnu ll:

 2D95% CL limits (2 varied, remaining fixed to SM value)

 1D95% CL limits (1 varied, remaining fixed to SM value)
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σ(WZ)=3.89+1.02-0.85(stat.)±0.31(lumi)pb

(theory) 3.25 ± 0.19 pb

D0 Collaboration / Physics Letters B 695 (2011) 67–73 73

Fig. 5. (Color online.) Two-dimensional 95% C.L limit contours for the HISZ param-
eterization. The point corresponds to the minimum of the likelihood surface. The
vertical and horizontal lines represent the separately calculated one-dimensional
limits.

Table 3
One-dimensional 95% C.L. limits on anomalous coupling parameters
obtained from varying one of the couplings while fixing the remain-
ing couplings to the SM values (top three results). The last two re-
sults correspond to one-dimensional 95% C.L. limits on anomalous cou-
pling parameters for the HISZ parameterization. A form factor scale of
Λ = 2 TeV is used.

Coupling relation 95% C.L. Limit

"gZ
1 = "κZ = 0 −0.077 < λZ < 0.093

λZ = "κZ = 0 −0.056 < "gZ
1 < 0.154

λZ = "gZ
1 = 0 −0.400 < "κZ < 0.675

"κZ = 0 (HISZ) −0.077 < λZ < 0.093
λZ = 0 (HISZ) −0.029 < "κZ < 0.080

tained without imposing any relation among the couplings and
with the HISZ constraint are summarized in Table 3.

In summary, we have presented a measurement of the WZ pro-
duction cross section using 4.1 fb−1 of integrated luminosity of D0
data. We observe 34 events with 23.3± 1.5 expected signal events
and 6.0 ± 0.6 estimated background events. We measure the WZ
cross section to be 3.89+1.07

−0.90 pb, which is in agreement with the
SM NLO prediction of 3.25 ± 0.19 pb [20]. This is the most pre-
cise measurement to date of the WZ cross section. We find no
evidence for anomalous WWZ couplings and set 95% C.L. limits
of −0.077 < λZ < 0.093 and −0.029 < "κZ < 0.080 for the HISZ
parameterization using Λ = 2 TeV. These are the most stringent
limits on WWZ couplings obtained from the study of direct WZ
production.
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1.3. The WZ diboson production

Wpair productions with ∼ 700 pb−1 per experiment, are reported in Table 1.8.

With respect to the WWZ couplings, the D0 measurements (quoted with a per mille

precision) are really closed to the precision of LEP2 results. Concerning WWγ couplings,

up today LEP2 measurements are at least one order of magnitude more constraining than

those provided by any other collaboration at hadron colliders.

Coupling ∆gZ1 ∆kZ λZ L [fb−1]

CDF [-0.08, 0.20] [-0.39, 0.90] [-0.09, 0.11] 7.1
D0 [-0.053, 0.156] [-0.376, 0.686] [-0.075, 0.093] 4.1

ATLAS [-0.20, 0.30] [-0.9, 1.1] [-0.17, 0.17] 1.02

Table 1.7: One-dimensional 95% C.L. limits on TGC parameters obtained from varying one of the

couplings while fixing the remaining couplings to the SM values. A form factor scale of ΛNP =2 TeV is

used.

Coupling ∆gZ1 ∆kγ λZ

LEP2 [-0.051, 0.034] [-0.105, 0.069] [-0.040, 0.026]

Table 1.8: Best available one-dimensional 95% C.L. limits on TGC parameters, obtained from varying one

of the couplings while fixing the remaining couplings to the SM values. From LEP2 combined results [26].

27



TGC measurements
• Considering CP conserving effective Lagrangian + SU(2)xU(1) gauge invariance

 WWZ/WWγ  

o ffff

 ZZγ

o ffff

 Zγγ

o by replacing 

 SM expectation:        gV1 = 1, kV1 = 1, λV = 0       hV3, hV4 = 0  (tree level SM)

• Measure deviation from SM expectation:         ∆gz, ∆kγ, ∆kZ, λγ, λZ

 ∆Kz = ∆gz - ∆kγ tan2(ϑW)
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Arabella Martelli Physics motivation: TGC
• TGC: direct consequence of the non-Abelian SU(2) x U(1) gauge group in the SM:

! assuming both C, P conservation -> 6 parameters describe the effective Lagrangian

! with g!1 = 1 imposed by electromagnetic gauge invariance

! deviation from SM described by "g1Z ≡ (g1Z #1), "$! ≡ ($! #1), "$Z ≡ ($Z #1), %!, %Z                                              

with "$! = #cot(2&W)·("$Z #"g1Z), %! =%Z   

o  SM expectation "$! = "$Z = "g1Z = %! = %Z = 0

o ("g01, "k0, %0, M2WZ, ') due to tree level unitarity requirement at high energy

! ref.  Nuclear Physics B282 (1987) 253-307 (K. HAGIWARA et al.)

• WW!  and WWZ : only allowed in the SM

! model dependent access to TGC through ( measurement and kinematic variables:

o expectation from MC generators with anomalous TGC

o t-channel and s-channel contribution from theory

! some constraints from LEP2 and Tevatron 6

LWWV
eff = −i gWWV

�
gV1 (W †

µνW
µV ν −W †

µV
νWµν) + kV W

†
µWνV

µν +
λV

m2
W

W †
ρνW

µ
ν V

ρν

�

where V = γ, Z gWWγ = e, gWWZ = e cotθW

10.1 WWγ coupling 89

mentary to the limits obtained at the Tevatron [8–10]. The procedure for TGCs measurements1058

is given below.1059

All anomalous couplings violate the partial wave unitarity at high energies. Thus, all of the

Tevatron studies of TGC define the ŝ-dependence of the TGCs that preserve unitarily at high

energies as following:

α(ŝ) =
α0

(1 + ŝ/Λ2

NP)
n . (29)

Here, α0 is a low-energy approximation of the coupling α(ŝ), ŝ is the square of the invariant1060

mass of the diboson system, and ΛNP is the form factor scale, an energy at which new physics1061

cancels divergences in the TGC vertex. In this analysis we measure TGCs without form-factor1062

scaling, as this allows us to provide result without any particular bias that can arise due to1063

choice of the form-factor energy dependence. For comparison with Tevatron results, we also1064

interpret results using the energy-dependent form factor.1065

10.1 WWγ coupling1066

The most general Lorentz invariant effective Lagrangian that describes WWγ and WWZ cou-

plings has 14 independent parameters [26, 27], seven for each vertex. Assuming C and P con-

servation, only six independent couplings remain that describe the WWγ and WWZ vertices

with an effective Lagrangian normalized by the electroweak coupling given below:

LWWV

gWWV
= igV

1
(W†

µνWµVν − W†

µVνWµν) + iκVW†

µWνVµν +
iλV

M2

W
W†

δµWµ
ν Vνδ

, (30)

where V = γ or Z, Wµ
is the W−

field, Wµν = ∂µWν − ∂νWµ, and overall couplings gWWγ = −e1067

and gWWZ = −e cot θW , where θW is the Weinberg angle. Assuming electromagnetic gauge1068

invariance, gγ
1
= 1, the remaining parameters that describe WWγ and WWZ couplings are gZ

1
,1069

κZ, κγ, λZ, and λγ. In the SM, λZ = λγ = 0 and gZ
1

= κZ = κγ = 1. In this analysis, we1070

follow the convention to describe the couplings in terms of their deviation from he SM values:1071

∆gZ
1
≡ gZ

1
− 1, ∆κZ ≡ κZ − 1, and ∆κγ ≡ κγ − 1.1072

These five couplings are further reduced to three independent couplings if one requires the

Lagrangian to be SU(2)L × U(1)Y invariant:

∆κZ = ∆gZ
1
− ∆κγ · tan

2 θW , λ = λγ = λZ. (31)

In this study we measure ∆κγ and λγ from Wγ production.1073

10.2 ZZγ and Zγγ couplings1074

The most general vertex function [28] for ZZγ can be written as

Γαβµ
ZZγ =

P2 − q2

1

m2

Z
(hZ

1
(qµ

2
gαβ − qα

2 gµβ)+
hZ

2

m2

Z
Pα[(P · q2)gµβ − qµ

2
Pβ]+ hZ

3 �µαβρq2ρ +
hZ

4

m2

Z
Pα�µβρσPρq2σ)

(32)

with Zγγ vertex obtained by the following replacements:

P2 − q2

1

m2

Z
→ P2

m2

Z
and hZ

i → hγ
i , i = 1, ..., 4. (33)

The couplings hV
i with V = Z, γ and i = 1, 2 violate CP symmetry, while those with i = 3, 41075

are CP-even. Although at tree level all these couplings in the SM are equal to zero, at one-loop1076

level the CP-conserving couplings are O(10
−4). As the sensitivity to both CP-odd and CP-even1077

couplings are about the same, we interpret the results in terms of hV
i with i = 3, 4.1078
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