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Outline 

• PART I: Gluon saturation in high-energy QCD scattering (a brief overview) 

• PART II: Searching for saturation in experimental data (some selected topics): 

✴ Deep Inelastic scattering  (HERA) 
✴ p+p and p+A collisions     (RHIC & LHC) 
✴ Heavy ion collisions  
✴ Astroparticles 
✴ The future 
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Particle production in hadronic collisions. General structure of factorisation theorems
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• Parton densities (PDF’s, UGD’s, TMD’s) are ultimately non-perturbative quantities.  
• They depend on the observation scales (x,Q2). Why?: Only the fluctuations that are longer lived and of the same size 
as the external probe participate in the interaction process
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pQCD evolution equations of the parton densities

QCD evolution equations

• The nucleon is a dynamical system ) Quantum fluctuations

dPq/g!g =
asCF/A

p

dx
x

dk2
?

k2
?

• If

– x ! 0: soft divergences

– k? ! 0: collinear divergences

Probability of emitting n gluons enhanced by large logarithms.

• QCD evolution equations RESUM large logarithmic contributions to all orders.
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DGLAP evolution: 

One gluon, two gluons, three gluons… pQCD evolution equations resum parton emissions to all orders
DGLAP (as ln(Q2/Q2

0) ⇠ 1)

• Transverse momentum ordering
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BFKL (as ln(1/x) ⇠ 1)

• Longitudinal momentum ordering
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• DGLAP and BFKL are LINEAR evolution equations: “exponential” growth of the gluon distributions at  small-x
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“BK-JIMWLK” evolution equations

• DGLAP and BFKL are LINEAR evolution equations: “exponential” growth of the gluon distributions at  small-x

•  At very small-x NON-LINEAR, gluon recombination terms that tame the growth of gluon densities become  
equally important. UNITARITY!!!

⌅�(x,k�)
⌅ ln(x0/x)

⇤ K ⇥ �(x,k�)� �(x,k�)2

radiation recombination

High density effects

• DGLAP&BFKL are linear ) exponential growth of PDFs/UGDs at small-x.

• When the gluon densities are high enough (Q2
s )) destructive interference terms.
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• Saturation scale: Transverse momentum scale that determines the onset of non-linear  corrections in QCD 
evolution equations

Q

2
sat(x) ⇠ Q

2
0 A

1/3
⇣
x0

x

⌘�

• The saturation domain is characterized by large gluon densities or strong gluon fields

⇥(x,k� � Qs(x)) � 1
�s

=⇥ A � 1
gA(k � Qs) �

1
g

gA � O(1)
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• Breakdown of independent particle production: resummation of multiple scatterings:

x�

y�
hadron-hadron Deep Inelastic Scattering



• PART II: Searching for saturation in experimental data



• Geometric Scaling of structure functions in DIS data at small-x (x<10-2)

���h(x,Q2)� ���h(⇥ = Q2/Q2
s(x))

data x 100

theory:
BK-evolution
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• Deep Inelastic electron-proton scattering

Stasto Golec-Biernat Kwicinski (2000) Plot by H. Weigert



• Overall, very good description of all available small-x data (x<10-2) via non-linear pQCD dynamics

• Deep Inelastic electron-proton scattering

Parametrizations of N Theoretical fits to HERA data
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• DGLAP based fits show tensions at small values of Q2 <10-15 GeV2 

⌅�(x,k�)
⌅ ln(x0/x)

⇤ K ⇥ �(x,k�)� �(x,k�)2

Global fits to ep x-sections via non-linear BK equation

JLA 1507.07120

         H1 and ZEUS
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Figure 19: The dependence of χ2/d.o.f. on Q2min of the LO, NLO and NNLO fits to the HERA
combined inclusive data. Also shown are values for an NLO fit to the combined HERA I
data [2]. All fits were performed using the RTOPT heavy-flavour scheme.
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DGLAP HERAPDF fit to H1 and ZEUS run II combined  
analysis. Sensitivity of 𝜒2/dof to minimum Q2 value in the fit

H Abramowicz et al 1506.06042



• DGLAP (linear) vs BK (non-linear) approaches at HERA
Q
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DGLAP fitted region

rcBK fitted region

unfitted region

(xcut , Q2)

combined HERA data+ DGLAP evolution
rcBK evolution

DGLAP

rcBK

Figure 1: Sketch of the kinematic plane with cuts for DGLAP and rcBK fits. The arrows indicate
backwards evolution in either formalism to the unfitted test region.

deviations are qualitatively consistent with the behavior predicted by small-x perturbative
resummation [7], but incompatible with next-to-next-to-leading order corrections. Also, it
was suggested that an improved treatment of the heavy quark masses may have a sizable
impact for the relatively low Q2 values in the region excluded by the saturation inspired
kinematical cuts mentioned above.

In this work, we shall study the stability of the AAMQS fits with respect to the choice
of dataset following an analogous procedure. The AAMQS fits to HERA data, based on the
rcBK non–linear evolution equations included data in the region x < x0 = 0.01 and Q2 < 50
GeV2. We shall perform fits to data using the AAMQS set up for the case of only three active
flavors (the lightest ones) with 4 free parameters (Q2

0, �, ⇥0 and C) as described in detail
in [22]. We shall systematically reduce the largest experimental value of x included in the fit,
which we denote by xcut, and then use the parametrization for the dipole scattering amplitude
resulting from the fit to predict the value of the reduced cross section in the unfitted region
xcut < x < x0.

The rcBK equation at the basis of the AAMQS approach is a non-linear equation and,
therefore, extremely unstable under backwards evolution. Equivalently, as it is well known,
the solutions of the BK equation at asymptotically small-x are universal, i.e independent
of the initial conditions. This immediately implies that backward BK evolution is not well
defined. Thus, even for fits with a cut in the Bjorken variable at xcut, we shall start the
evolution, and hence determine the boundary conditions, at 0.01 = x0 > xcut. This will allow

7

JLA, J.G Milhano, P. Quiroga and J Rojo

• What approach yields a better description of data at moderates values of (x,Q2)?

• rcBK fits are more stable than DGLAP ones!!!!
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Figure 5: Reduced cross section obtained with the rcBK cut fit with xcut = 10�4 and the DGLAP
fit with Acut = 1.5, compared to the experimental HERA-I data. The comparison is shown in four
di�erent bins in Q2 = 3.5, 8.5, 12 and 18 GeV2. In the DGLAP case the band corresponds to the
PDF uncertainties.

While the relative distance Eq. (6) measures in absolute terms the deviation, Eq. (7) gives
the statistical significance of that deviation in units of the standard deviation. The values of
dstat(x,Q2) for the rcBK fit and the DGLAP ones are shown in Fig. 7. In the case of the rcBK
fits the theoretical error has been estimated as the maximal di�erence among the theoretical
predictions corresponding to fits with di�erent cuts. The average distances for the rcBK fits
with the most stringent cut, xcut = 10�4, are ⌃drel⌥ = (5± 41) · 10�3, and ⌃dstat⌥ = 0.3 ± 9.
For the DGLAP cut fit, the average relative distance in the cut region is ⌃drel⌥ = 0.1 ± 0.3,
while the statistical distance in the same region is ⌃dstat⌥ = �0.8 ± 1.1. Both ⌃drel⌥ and
⌃dstat⌥ are considerably smaller for rcBK than they are for DGLAP, despite the fact that
theoretical errors are probably underestimated in the rcBK approach. Note however that the
initial conditions in the rcBK analysis are more restrictive than in the DGLAP fit, and that
adopting a more flexible input in the rcBK might a�ect the above results.

In order to explore the predictive power of the rcBK approach and the sensitivity to
boundary e�ects encoded in the di�erent initial conditions for the evolution under the in-
clusion/exclusion of subsets of data we extrapolate our results for the total F2(x,Q2) and
longitudinal FL(x,Q2) structure functions to values of x smaller than those currently avail-
able experimentally. The results of such extrapolation are presented in Figs. 8 and 9. We find
that the predictions stemming from di�erent fits converge, within approximately one percent
accuracy, at values of x ⇧ 10�4. The fit which extrapolation deviates the most, ⇧ 2 ÷ 3%,
is the one corresponding to xcut = 3 · 10�4, which also yields a larger �2/d.o.f. to all data.

12



Schematic structure of (most of) Monte Carlo event generators (PYTHIA, HERWIG…) for p+p and A+A collisions

soft sector: Regge theory, DPM …
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• Hadron-hadron collisions

hard sector: 2 →2  pQCD x-sections
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hard sector: 2 →2  pQCD x-sectionssoft sector: Regge theory, DPM …
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soft

/ s↵P⇠0.08 + . . . �hard(p?min) =
Z s

p2
?min

d�

dp2
?

dp2
?

transverse momentump?min

� = pdf⌦ �hard ⌦ FF

Strong growth of gluon distributions to small-x results  
in a violation of unitarity for perturbatively large ptmin values

This problem is (partly) solved by letting ptmin grow with 
increasing collision energy 

Collinear factorisation is relaxed to allow for intrinsic 
transverse momentum of the colliding partons

• Hadron-hadron collisions

p?min ⇠
p

s
�⇡0.2 ⇠ Qsat

⇠ 1 GeV

imentally be employed. In addition, forward high-pT particle production is copious at
the LHC and poses special issues. On the experimental side, particle tracking capabilities
decay with increasing rapidity [14]. On the theory side, QCD predictions are affected by
all-order logarithmic corrections [4, 5, 15, 16] increasing with rapidity. We thus focus on
the central pseudorapidity range. In this region the visible inelastic cross section has been
measured by ATLAS and CMS [6–8] giving a value of σinel ∼ 60 mb at

√
s = 7 TeV, de-

pending on the precise definition of the visible phase space. No extrapolation is needed
for this to be compared with the jet cross section proposed here.

First we consider the parton-level cross section at
√
s = 8 TeV (calculated using PYTHIA

(version 6.425) [9]). Figure 1 (left) shows the estimate obtained from the 2 → 2 integrated
cross section as a function of the minimum transverse momentum:

σ(pT min) =

∫
pT min

dp2T

∫
∞

−∞

dy
d2σ

dp2T dy
=

∫
pT min

dp2T jet

∫
∞

−∞

dyjet
d2σjet

dp2T jet dyjet
, (1)

where the last expression gives an operational definition of σ(pT min) in terms of a mea-
sureable leading jet cross section σjet. In Fig. 1 (left) we define the visible range by re-

 [GeV]
T min

p
1 10 210

 [m
b]

σ 

-210

-110

1

10

210

310

410

inelσ

PYTHIA: parton level

| < 2.5
jet
ηPYTHIA: parton level, |

 [GeV]
T min

p
1 10 210

 [m
b]

σ 

-210

-110

1

10

210

310

410

inelσ

=0.2sαPYTHIA: parton level, 

sαPYTHIA: parton level, running 

|<2.5
jet
η|

Figure 1: Integrated cross sections at
√
s = 8 TeV as a function of the minimum transverse

momentum: (left) inclusive cross section compared to what can be investigated within |η| < 2.5;
(right) visible inclusive cross section in |η| < 2.5 compared to the prediction with fixed αs = 0.2.

stricting the integration to the pseudorapidity region |η| < 2.5. For comparison we plot
the measurement [6–8] of the inelastic cross section as a horizontal line. One can clearly
see that the partonic cross section exceeds the inelastic cross section at values of the trans-
verse momentum at around 4 – 5 GeV even in the restricted η range. In Fig. 1 (right) we

3
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• Schematic structure of (most of) Monte Carlo event generators (PYTHIA, HERWIG…) for p+p and A+A collisions

soft sector: Regge theory, DPM …
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Strong growth of gluon distributions to small-x results  
in a violation of unitarity for perturbatively large ptmin values

This problem is (partly) solved by letting ptmin grow with 
increasing collision energy 

Collinear factorisation is relaxed to allow for intrinsic 
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• Schematic structure of (most of) Monte Carlo event generators (PYTHIA, HERWIG…)

soft sector: Regge theory, DPM …

�
soft

/ s↵P⇠0.08 + . . .

transverse momentum

�hard(p?min) =
Z s

p2
?min

d�

dp2
?

dp2
?

� = pdf⌦ �hard ⌦ FF

Open theoretical problem: To find a unified formalism to describe 
QCD dynamics in all the (perturbative) kinematic plane.  

This problem translates to MC event simulators and others

p?min(
p

s) ⇠
p

s
�

Breakdown of independent 
scattering approximation

• Hadron-hadron collisions

hard sector: 2 →2  pQCD x-sections



• proton-Nucleus collisions
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• Less particles per nucleon produced in the forward 
region in p+Au than in p+p collision: 
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• Forward suppression phenomena in p-A collisions at RHIC:

• Such suppression was predicted within the high gluon 
densities framework.



• proton-Nucleus collisions
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• Forward suppression phenomena in p-A collisions at LHC:

19
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FIG. 16: (color online). Nuclear modification factor for π0. Filled circles indicate the factors obtained from the LHCf
measurements. Error bars indicate the total uncertainties incorporating both statistical and systematic uncertainties. Other
lines are the predictions from hadronic interaction models (see text for details.)

TABLE IV: Production rate for the π0 production in the rapidity range 8.8 < y < 9.0 in p + p collisions and in the rapidity
range −8.8 > ylab > −9.0 in p+ Pb collisions. The rate and corresponding total uncertainty are in units of [GeV−2].

pT range [GeV] p+ p at
√
s = 2.76TeV p+ p at

√
s = 7TeV p+ Pb at

√
sNN = 5.02TeV

Production rate Total error Production rate Total error Production rate Total error
[0.10,0.15] 3.71×10−2 ±8.99×10−3 2.56×10−1 ±3.75×10−2 1.63×10−1 ±5.65×10−2

[0.15,0.20] 1.92×10−2 ±3.36×10−3 1.98×10−1 ±2.05×10−2 1.86×10−1 ±4.19×10−2

[0.20,0.25] 3.47×10−3 ±7.22×10−4 1.20×10−1 ±1.29×10−2 1.52×10−1 ±2.76×10−2

[0.25,0.30] 5.67×10−4 ±2.49×10−4 6.96×10−2 ±5.65×10−3 1.06×10−1 ±1.52×10−2

[0.30,0.35] 3.94×10−2 ±3.43×10−3 5.59×10−2 ±8.43×10−3

[0.35,0.40] 2.23×10−2 ±2.28×10−3 3.80×10−2 ±6.14×10−3

[0.40,0.45] 1.26×10−2 ±1.52×10−3 2.13×10−2 ±3.86×10−3

[0.45,0.50] 7.06×10−3 ±8.82×10−4 9.51×10−3 ±1.84×10−3

[0.50,0.55] 4.21×10−3 ±4.93×10−4 6.56×10−3 ±1.09×10−3

[0.55,0.60] 2.31×10−3 ±2.61×10−4 3.18×10−3 ±5.64×10−4

[0.60,0.65] 1.15×10−3 ±1.44×10−4 1.64×10−3 ±3.28×10−4

[0.65,0.70] 4.36×10−4 ±7.06×10−5 8.98×10−4 ±1.95×10−4

[0.70,0.75] 2.12×10−4 ±4.56×10−5 5.88×10−4 ±1.60×10−4

[0.75,0.80] 1.38×10−4 ±3.15×10−5 1.54×10−4 ±7.96×10−5

[0.80,0.85] 3.98×10−5 ±1.59×10−5 3.63×10−5 ±4.26×10−5

[0.85,0.90] 4.52×10−6 ±3.26×10−6 7.07×10−5 ±4.06×10−5

[0.90,0.95] 7.09×10−6 ±4.54×10−6 < 1.48×10−6
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• proton-Nucleus collisions
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“The abundant, saturated gluons in the wave function of the colliding ions seed the 
formation of a new, deconfined state of QCD matter: the Quark Gluon Plasma” 

The “little bang”: Heavy ion collisions at RHIC and the LHC

Pre-equilibrium 

QGP 
Hadronic  

Phase
Detectio

Collisio

~0.5 fm/c ~10 fm/ct=0 
tim

Freeze out  

Ion A 

Ion 
B 

Te

~15 fm/

99% of the particles produced in a heavy ion collisions have relatively small transverse momentum

pt ⇥ 1÷ 2GeV
�

sNN = 200GeV

�
sNN = 2.76TeV

x � 10�2

x � 10�4

RHIC:

LHC:



• Total multiplicities in heavy ion collisions:
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⇥ Q2
s (
⇤

s,b) �
⇥

s/s0
⇥
Npart

Energy dependence
9

FIG. 3. Charged particle pseudo-rapidity density per partic-
ipant pair for central nucleus–nucleus [16–24] and non-single
di�ractive pp/pp collisions [25–31], as a function of

�
sNN.

The energy dependence can be described by s0.15NN for nucleus–
nucleus, and s0.11NN for pp/ppcollisions.

ity variables (SPD hits, or combined use of the ZDC and

VZERO signals).

We measure a density of primary charged particles

at mid-rapidity dNch/d� = 1584 ± 4 (stat.) ± 76

(sys.). Normalizing per participant pair, we obtain

dNch/d�/(0.5 ⇥Npart⇤) = 8.3 ± 0.4 (sys.) with negligi-

ble statistical error. In Fig. 3, this value is compared

to the measurements for Au–Au and Pb–Pb, and non-

single di�ractive (NSD) pp and pp collisions over a wide

range of collision energies [16–31]. The energy depen-

dence can be described by s0.11NN for pp and pp, and

by s0.15NN for nucleus–nucleus collisions. A significant in-

crease, by a factor 2.2, in the pseudo-rapidity density is

observed at
⌅
sNN = 2.76 TeV for Pb–Pb compared to⌅

sNN = 0.2 TeV for Au–Au. The average multiplicity

per participant pair for our centrality selection is found

to be a factor 1.9 higher than that for pp and pp collisions

at similar energies.

Figure 4 compares the measured pseudo-rapidity den-

sity to model calculations that describe RHIC measure-

ments at
⌅
sNN = 0.2 TeV, and for which predictions at⌅

sNN = 2.76 TeV are available. Empirical extrapolation

from lower energy data [4] significantly underpredicts the

measurement. Perturbative QCD-inspired Monte Carlo

event generators, based on the HIJING model tuned to

7 TeV pp data without jet quenching [5] or on the Dual

Parton Model [6], are consistent with the measurement.

Models based on initial-state gluon density saturation

have a range of predictions depending on the specific im-

plementation [7–11], and exhibit a varying level of agree-

ment with the measurement. The prediction of a hybrid

model based on hydrodynamics and saturation of final-

state phase space of scattered partons [12] is close to

the measurement. A hydrodynamic model in which mul-

FIG. 4. Comparison of this measurement with model predic-
tions. Dashed lines group similar theoretical approaches.

tiplicity is scaled from p+p collisions overpredicts the

measurement [13], while a model incorporating scaling

based on Landau hydrodynamics underpredicts the mea-

surement [14]. Finally, a calculation based on modified

PYTHIA and hadronic rescattering [15] underpredicts

the measurement.

In summary, we have measured the charged-particle

pseudo-rapidity density at mid-rapidity in Pb–Pb colli-

sions at
⌅
sNN = 2.76 TeV, for the most central 5% frac-

tion of the hadronic cross section. We find dNch/d� =

1584 ± 4 (stat.) ± 76 (sys.), corresponding to 8.3 ±
0.4 (sys.) per participant pair. These values are signif-

icantly larger than those measured at RHIC, and indi-

cate a stronger energy dependence than measured in pp

collisions. The result presented in this Letter provides

an essential constraint for models describing high energy

nucleus–nucleus collisions.
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Figure 3. Centrality dependence of charged hadron multiplicity in Pb+Pb collision at√
sNN = 2.76 TeV and Au+Au collision at

√
sNN = 200 GeV from the MCrcBK model are

compared.

However, we should check parameter dependence carefully. For example, if one changes the
parameter C in the running coupling, evolution speed changes.

In the bottom up scenario [10], the number of gluon produced just after the collision will
increase by a factor of αs(Q2

s)
−2/5 during the subsequent evolution of the system. It would be

interesting to include such effect into MCrcBK calculations.

3.3. Gaussian shape
So far we assumed that nucleus-nucleus collision is described by the incoherent sum of nucleon-
nucleon collisions which will occur when transverse distance squared between two nucleons is
smaller than the inelastic proton-proton cross section σNN divided by π:

(xi − xj)
2 + (yi − yj)

2 ≤ σNN

π
(10)

This amounts to assume that nucleon is hard sphere (or disk). However, this approximation
may not work in very high energy hadronic collisions. Let us think about the Gaussian shape
nucleon in order to take into account the effect of extension of nucleon size as incident energy
increases. In this case the thickness function becomes

Tp(r) =
1

2πB
exp[−r2/(2B)] , (11)

and the probability of nucleon-nucleon collision P (b) at impact parameter b is

P (b) = 1− exp[−kTpp(b)], Tpp(b) =

∫

d2s Tp(s)Tp(s− b) . (12)

where (perturbatively) k corresponds to the product of gluon-gluon cross section and gluon
density squared. We fix k so that integral over impact parameter becomes the nucleon-nucleon
inelastic cross section σNN at the given energy:

σNN =

∫

d2b (1− exp[−kTpp(b)]) . (13)

LHC

RHIC

Non-linear small-x evolution

JLA, A. Dumitru, Y. Nara



Up in the skies…
Who is looking for these neutrinos? IceCube (and many more. . . )

) 1km3 of Antartic glacier ice

) Neutrino telescope

) Cosmic ray physics

) Observes Cherenkov light

1. Motivation 8

IceCube: E𝝂 = 2 109 eV  
Anita       E𝝂 = 1011 eV 
Lunaska  E𝝂 = 1012 eV 

Neutrino observatories Cosmic rays

Cosmic rays of ECR ~ 1020 eV  
measured  in Auger psGZK ⇠ 300 TeV



Uncharted territory: kinematic extrapolations

8/18QCD/EWK/Tools @ 100 TeV, CERN, 7/10/15                                                                                          David d'Enterria (CERN)

Hadronic CR MCs tuning with collider dataHadronic CR MCs tuning with collider data

■ LHC@13,14 TeV will provide futher data to constrain

   & tune hadronic Monte Carlos for UHECR.

Pre-LHC models

tuned here LHC

data 

×150 extrapolation

×20 extrapolation

√s
GZK

~300 TeV

nN kinematic regime

) Test of QCD at high energies

) No available data in nN phase space region

)
Q2⇠ M2

i ⇠ 104 GeV2

&

10�11 . x . 10�5

1. Motivation 6

nN kinematic regime

) Test of QCD at high energies

) No available data in nN phase space region

)
Q2⇠ M2

i ⇠ 104 GeV2

&

10�11 . x . 10�5

1. Motivation 6

The study of UHE CR’s imply the extrapolation of  
hadronic Monte Carlo event generators by a factor ~150  
wrt to LHC  energies 

Similarly, the relevant kinematic region for vN scattering in  
IceCube and others fall several orders of magnitude beyond  
the reach of LHC or HERA 

Reliable theoretically-based extrapolations are needed!



Uncharted territory: kinematic extrapolations

Extrapolation of fitted pdf sets to x-values  
relevant  in UHE vN scattering

Reliable theoretically-based extrapolations are needed!

18/18QCD/EWK/Tools @ 100 TeV, CERN, 7/10/15                                                                                          David d'Enterria (CERN)

Cosmic-ray MCs predictions for p-p @ 100 TeVCosmic-ray MCs predictions for p-p @ 100 TeV

Pseudorapidity densities:       Inelastic cross-sections:

     Mean transverse momentum:Hadron multiplicities per event:

 σ
inel

(pp)=103 ±  3 mb 

    dN
ch

/dh(NSD)=11±0.5
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>100) > 1% 

DGLAP approach PDFs [MSTW collaboration]
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Extrapolation of hadronic MC’s to UHE CR 
energies (multiplicities)



Limits on neutrino fluxesNLO DGLAP+NNPDF3.0 vs rcBK+DLA

rcBK+DLA

NLO DGLAP
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• Differences for En > 108 GeV, as large as a factor 4.5 at En = 1014 GeV.
4. Results 31

Neutrinos @ IceCube [IceCube’15]

• So far the fattest neutrino at IceCube has En = 2.6 PeV = 2.6 · 106 GeV

dN
dE

⇠ fn · snN

–
dN
dE

: what they measure.

– fn: what they want to know.
– snN: our contribution.

1. Motivation 10

Bounds on the neutrino fluxes are sensitive  
to the value of the vN cross-section  

Theoretical uncertainty: non-linear QCD 
effects reduce the x-section and increase 
the flux.

Linear 
(DGLAP)

Non-Linear 
(BK)

Limits on astrophysical n fluxes The P. Auger [P.Auger collab. ’15]

• The event rate is neutrino flavor and interaction dependent
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Â
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ˆ 1

0
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Assuming the same flux of all flavors they set a limit at 90% C.L,
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= 6.4 ⇥ 10�9 GeV cm�2 sr�1 s�1
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With rcBK+DLA snN:

k90 ⇠ 1.5 ⇥ k90

at En = 109 GeV.

4. Results 33

P. Auger

Limits on astrophysical n fluxes ANITA-II [The ANITA collab. ’10]

• Higher energies are accesible with neutrino radio-detection experiments based on
the Askaryan effect:

) Production of a coherent radio emission in the
UHE particle interaction.
) Radio transparent medium needed: ice, sand, lu-
nar regolith. . .
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Limits on astrophysical n fluxes The P. Auger [P.Auger collab. ’15]

• The event rate is neutrino flavor and interaction dependent
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Lunaska

ANITA

k90 ⇠ (2.5÷ 4.5) ⇥ k90

Limits on astrophysical n fluxes LUNASKA [Bray et Al. ’15]

• Several experiments detecting radio pulses in the Moon:

– Only sensitive to En > 1012 GeV (dmoon ⇠ 3.8 ⇥ 108 m).

– Future prospects (2018): the Square Kilometre Array (SKA).

The flux limits can be up to 2.5-4.5 larger in 1012 < En < 1014 GeV
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Hadronic CR MCs tuning with collider dataHadronic CR MCs tuning with collider data

■ Reduced proton-CR uncertainties w/ improved MCs post LHC Run-1 data:

[Plots by Ralf Ulrich (KIT)]

Features of the cosmic ray shower are very sensitive to  
hadronic interactions: 

Xmax: Extrapolations of the hadronic Monte Carlo  
simulations to UHE CR energies yield an inconclusive  
situation on the atomic mass composition of the  
primary CR’s

�,
dN

dy
, < y >

Muons: More muons observed than expected… 8

angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content ⟨Rµ⟩. For

model comparisons the average logarithmic muon con-
tent, ⟨lnRµ⟩, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
⟨lnRµ⟩ numerically based on our fitted model of the in-
trinsic fluctuations:

⟨lnRµ⟩(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean ⟨Rµ⟩ and spread
σ[Rµ] as obtained from the fit. The deviation of ⟨lnRµ⟩
from ln⟨Rµ⟩ is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio ⟨Rµ⟩/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of ⟨Rµ⟩ as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass ⟨lnA⟩ between proton and iron in
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pAuger data

EPOS LHC
QGSJET II-04

FIG. 4. Average muon content ⟨Rµ⟩ per shower energy E
as a function of the shower energy E in double logarithmic
scale. Our data is shown bin-by-bin (circles) together with the
fit discussed in the previous section (line). Square brackets
indicate the systematic uncertainty of the measurement, the
diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom show the energy bin edges. The binning was adjusted
by an algorithm to obtain equal numbers of events per bin.

this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d⟨lnRµ⟩/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth ⟨Xmax⟩
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass ⟨lnA⟩ derived from the measured average depth
of the shower maximum ⟨Xmax⟩ [39]. We can therefore
make predictions for the mean logarithmic muon content
⟨lnRµ⟩ based on these ⟨lnA⟩ data, and compare them
directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
⟨Xmax⟩ and ⟨lnA⟩ at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

⟨Xmax⟩ = ⟨Xmax⟩p + fE⟨lnA⟩, (9)

Some open problems in the study of UHE Cosmic Rays  where saturation physics may play a role…

1408.1421Plots by R. Ulrich (KIT)



Pushing the energy frontier: Future (?) facilities

Electron Ion collider

NSAC, October 16th: ”We recommend a high-energy  
high-luminosity polarized EIC as the highest  priority  
for new facility construction following the completion  
of FRIB."

            e+p,A ~ 100 GeV 
                 polarized

LHeC Future Circular Collider 
            100 TeV            e+p,A ~ 1 TeV

The Future Circular Collider study 
has an emphasis on proton-proton 
and electron-positron (lepton) high-
energy frontier machines. It is 
exploring the potential of hadron 
and lepton circular col l iders, 
performing an in-depth analysis of 
infrastructure and operat ion 
concepts and considering the 
t e c h n o l o g y r e s e a r c h a n d 
development programs that would 
be required to build a future 
circular collider. A conceptual design 
report will be delivered before the 
end of 2018 , in time for the next 
update of the European Strategy 
for Particle Physics.



Instead of conclusions …

While no definitive conclusion can be extracted from the analyses of 
presently available data, it is fair to say that many observables from a 
variety of collision systems find their natural explanation and a good 

quantitative description in terms of non-linear dynamics associated to the 
presence of large gluon densities.



• Related Geometric Scaling features identified in p+p collisions at different collision energies
Geometrical+scaling+of+pT+distribuFons+

L. McLerran, MP Acta Phys.Pol. B41 (2010) 1917-1926, B42 (2011) 99-103 
Michal+Praszalowicz+ 15+

p? ⌧ ⌘ p?/Qs(x)

McLerran 
Praszalowicz

Geometrical+scaling+of+pT+distribuFons+

mulFplicity+distribuFon++
is+a+universal+funcFon+
of+scaling+variable++τ,

note+that+for+λ,=+0+scaling+variable++τ,=+pT2+,
Michal+Praszalowicz+ 13+

• Energy dependence of multiplicities well described in saturation formalisms



✓ Saturation: Unitarity at work
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• Geometric scaling in DIS
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Geometrical scaling in DIS

■ HERA data as a function of Q2 and x :

HERA data as a function of x and Q2:
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Geometrical scaling in DIS

Stasto, Golec-Biernat, Kwiecinski (2000)
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• DGLAP (linear) vs BK (non-linear) approaches at HERA
Q
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DGLAP fitted region

rcBK fitted region

unfitted region

(xcut , Q2)

combined HERA data+ DGLAP evolution
rcBK evolution

DGLAP

rcBK

Figure 1: Sketch of the kinematic plane with cuts for DGLAP and rcBK fits. The arrows indicate
backwards evolution in either formalism to the unfitted test region.

deviations are qualitatively consistent with the behavior predicted by small-x perturbative
resummation [7], but incompatible with next-to-next-to-leading order corrections. Also, it
was suggested that an improved treatment of the heavy quark masses may have a sizable
impact for the relatively low Q2 values in the region excluded by the saturation inspired
kinematical cuts mentioned above.

In this work, we shall study the stability of the AAMQS fits with respect to the choice
of dataset following an analogous procedure. The AAMQS fits to HERA data, based on the
rcBK non–linear evolution equations included data in the region x < x0 = 0.01 and Q2 < 50
GeV2. We shall perform fits to data using the AAMQS set up for the case of only three active
flavors (the lightest ones) with 4 free parameters (Q2

0, �, ⇥0 and C) as described in detail
in [22]. We shall systematically reduce the largest experimental value of x included in the fit,
which we denote by xcut, and then use the parametrization for the dipole scattering amplitude
resulting from the fit to predict the value of the reduced cross section in the unfitted region
xcut < x < x0.

The rcBK equation at the basis of the AAMQS approach is a non-linear equation and,
therefore, extremely unstable under backwards evolution. Equivalently, as it is well known,
the solutions of the BK equation at asymptotically small-x are universal, i.e independent
of the initial conditions. This immediately implies that backward BK evolution is not well
defined. Thus, even for fits with a cut in the Bjorken variable at xcut, we shall start the
evolution, and hence determine the boundary conditions, at 0.01 = x0 > xcut. This will allow

7

JLA, J.G Milhano, P. Quiroga and J Rojo

• What approach yields a better description of data at moderates values of (x,Q2)?

• rcBK fits are more stable than DGLAP ones. Excluding small-x data in DGLAP fits affects predictions for high-
Q2 processes at the LHC:
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Figure 9: Low-x extrapolation analogous to Fig. 8 for the longitudinal structure function FL(x,Q2).
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Figure 10: Graphical summary of the results of Table 1: comparison of the predictions for LHC
NNLO cross sections for the reference NNPDF2.1 NNLO fit with Acut = 0 and with the NNPDF2.1
NNLO fit with Acut = 1.5. Cross sections are shown as ratios to the uncut Acut = 0 predictions.
We show results both for LHC 7 TeV (left plot) and for LHC 14 TeV (right plot).
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Figure 5: Reduced cross section obtained with the rcBK cut fit with xcut = 10�4 and the DGLAP
fit with Acut = 1.5, compared to the experimental HERA-I data. The comparison is shown in four
di�erent bins in Q2 = 3.5, 8.5, 12 and 18 GeV2. In the DGLAP case the band corresponds to the
PDF uncertainties.

While the relative distance Eq. (6) measures in absolute terms the deviation, Eq. (7) gives
the statistical significance of that deviation in units of the standard deviation. The values of
dstat(x,Q2) for the rcBK fit and the DGLAP ones are shown in Fig. 7. In the case of the rcBK
fits the theoretical error has been estimated as the maximal di�erence among the theoretical
predictions corresponding to fits with di�erent cuts. The average distances for the rcBK fits
with the most stringent cut, xcut = 10�4, are ⌃drel⌥ = (5± 41) · 10�3, and ⌃dstat⌥ = 0.3 ± 9.
For the DGLAP cut fit, the average relative distance in the cut region is ⌃drel⌥ = 0.1 ± 0.3,
while the statistical distance in the same region is ⌃dstat⌥ = �0.8 ± 1.1. Both ⌃drel⌥ and
⌃dstat⌥ are considerably smaller for rcBK than they are for DGLAP, despite the fact that
theoretical errors are probably underestimated in the rcBK approach. Note however that the
initial conditions in the rcBK analysis are more restrictive than in the DGLAP fit, and that
adopting a more flexible input in the rcBK might a�ect the above results.

In order to explore the predictive power of the rcBK approach and the sensitivity to
boundary e�ects encoded in the di�erent initial conditions for the evolution under the in-
clusion/exclusion of subsets of data we extrapolate our results for the total F2(x,Q2) and
longitudinal FL(x,Q2) structure functions to values of x smaller than those currently avail-
able experimentally. The results of such extrapolation are presented in Figs. 8 and 9. We find
that the predictions stemming from di�erent fits converge, within approximately one percent
accuracy, at values of x ⇧ 10�4. The fit which extrapolation deviates the most, ⇧ 2 ÷ 3%,
is the one corresponding to xcut = 3 · 10�4, which also yields a larger �2/d.o.f. to all data.
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• Disappearence of angular di-hadron correlations:
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➡ “Coincidence probability” at measured by STAR Coll. at forward rapidities:
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